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Abstract

Optical Burst Switching (OBS) is considered to be a promising paradigm for bearing IP traffic in Wavelength Division
Multiplexing (WDM) optical networks. Scheduling of data burst in data channels in an optimal way is one of a key problem
in Optical Burst Switched networks. The main concerns in this paper is to schedule the incoming bursts in proper data
channel such that more burst can be scheduled so burst loss will be less. There are different algorithms exists to schedule
data burst on data channels. Non-preemptive Delay-First Minimum Overlap Channel with Void Filling (NP-DFMOC-VF)
and Non-preemptive Segment-First Minimum Overlap Channel with Void Filling (NP-SFMOC-VF) are best among other
existing segmentation based void filling algorithms. Though it gives less burst loss but not existing the channel utilization
efficiently. In this paper we propose a new approach, which will give less burst loss and also utilize existing channels in
efficient way. Also analyze the performance of this proposed scheduling algorithm and compare it with the existing void
filling algorithms. It is shown that the proposed algorithm gives some better performances compared to the existing
algorithms.
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1. Introduction

Optical burst switching (OBS) [1] is emerging as the switching technology for next generation optical
networks. Advantages of optical packet switching and circuit switching are combined in OBS and
overcoming their limitations. Data (or payload) is separated from control packet. A control packet is
sent before the payload to reserve the resources on the path to the destination of payload. When a
control packet arrives at an intermediate node a wavelength scheduling algorithm [2] is used by the
scheduler to schedule the data burst on an outgoing wavelength channel. The required information to
schedule a data burst is arrival time and duration of data burst, which are obtained from control
packet. On the other hand, scheduler keeps availability of time slots on every wave length channel
and schedule a data burst in a channel depending upon the scheduling algorithm it uses. Different
scheduling algorithms have been proposed in literature to schedule payload/ data burst. They differ in
burst loss and complexity. Depending upon the channel selection strategy, they can be classified as
Horizon and Void filling algorithm. Horizon algorithm considers the channels which have no
scheduled data burst at or after current time t and the channels are called Horizon channels. Void
filling algorithms consider the channels which have unused duration in between two scheduled data
bursts. These are called Void channels. The example of non segmentation Horizon algorithms are
FFUC, LAUC and non segmentation Void algorithms are FFUC-VF [3], LAUC-VF [4,5,6,7] and
Min-EV [8]. The example of segmentation Horizon algorithms are Non preemptive Minimum
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Overlap Channel (NP-MOC) [9], Non-preemptive Delay-First Minimum Overlap Channel (NP
DFMOC) [9] and Non-preemptive Segment-First Minimum Overlap Channel (NP-SFMOC) [9]. And
the example of non segmentation void filling algorithms are Non preemptive Minimum Overlap
Channel with Void Filling (NP-MOC-VF) [9], Non-preemptive Delay-First Minimum Overlap
Channel with Void Filling (NP-DFMOC-VF) [9] and Non-preemptive Segment First Minimum
Overlap Channel with Void Filling (NP-SFMOC-VF) [9]. Horizon algorithms are easy to implement
and burst loss ratio is high, where as burst loss ratio is lower in Void filling algorithms but complex
switching are required to implement. All, LAUC-VF, Min-EV, NPMOC-VF, NP-DFMOC and NP-
SFMOC-VF consider one side of a void. There may be a possibility, in which a smaller data burst will
be scheduled in a larger void where as a bigger data burst will be dropped. This will lead to higher
burst blocking and lower channel utilization. In this chapter we propose a new channel scheduling
algorithm which attempts to make efficient utilization of existing void within a channel. Thus, giving
rise to higher channel utilization and lower blocking probability. Rest of the paper is organized as
follows. Literature Review of the existing void filling algorithms are explained in Section
2.Methodology of the proposed best fit void filling algorithm is explained in scheme with Section 3.
We compare our proposed scheme algorithm with NP-DFMOC-VF and NP-SFMOC-VF.
Comparison and simulation results are presented in Section 4. Finally, some conclusions are drawn in
Section 5.

2. Literature Review

In the following subsection a brief description of existing NP-DFMOC-VF and NP-SFMOC-VF void
filling algorithms is presented.

2.1 Non-preemptive Delay First Minimum Overlap Channel with Void Filling (NP-DFMOC-VF)

The NP-DFMOC-VF calculates the delay until the first void on every channel and then selects the
channel with minimum delay. If a channel is available, the unscheduled burst is scheduled on the free
channel with minimum gap. If all channels are busy and the starting time of the first void is greater
than or equal to the sum of the end time, Ea, of the unscheduled burst and MAX _DELAY, then the
entire unscheduled burst is dropped. Otherwise, the unscheduled burst is delayed until the start of the
first void on the selected channel, where the non-overlapping burst segments of the unscheduled burst
are scheduled, while the overlapping burst segments are dropped. In case the start of the first void is
greater than the sum of the start time, Sa, of the unscheduled burst and MAX_DELAY, then the
unscheduled burst is delayed for MAX_DELAY and the non-overlapping burst segments of the
unscheduled burst are scheduled, while the overlapping burst segments are dropped. For example,
consider Fig. 1. By applying the NP-DFMOC-VF algorithm, the data channel D1has the minimum
delay, thus the unscheduled burst is scheduled on D1 after delaying the burst using FDLs. In this case,
the overlapping segments of the burst are dropped though there is availability of channels D2 and D3
as shown in figure.
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Fig 1 Illustration of NP-DFMOC-VF algorithm

Though there is presence of channels (D2 and D3) they can be only used for arrival of new bursts, the
overlapping segments of the burst B1 are dropped and thus cannot be rescheduled which is the
limitations of this algorithm. Hence to overcome this effect we move further to the next algorithms as
discussed below.

2.2 Non-preemptive Segmented First Minimum Overlap Channel with Void Filling (NP-SFMOC-VF)

The NP-SFMOC-VF algorithm calculates the loss on every channel and then selects the channel with
minimum loss. If a channel is available, the unscheduled burst is scheduled on the free channel with
minimum gap. If all channels are busy and the starting time of the first void is greater than or equal to
the sum of the end time, Ea, of the unscheduled burst and MAX_DELAY, then the entire unscheduled
burst is dropped. If the starting time of the first void is greater than or equal to the end time, Ea, of the
unscheduled burst, the NP-DFMOC-VF algorithm is employed.

Fig 2 Illustration of NP-SFMOC-VF algorithm

Otherwise, the unscheduled burst is segmented (if necessary) and the non-overlapping burst segments
are scheduled on the selected channel, while the overlapping burst segments are re-scheduled. For the
rescheduled burst segments, the algorithm calculates the delay required until the start of the next void
on every channel and selects the channel with minimum delay. The re-scheduled burst segments are
delayed until the start of the first void on the selected channel. The non-overlapping burst segments of
the re scheduled burst are scheduled, while the overlapping burst segments are dropped. In case the
start of the next void is greater than the sum of the start time, Sa, of the unscheduled burst and
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MAX_DELAY, the re-scheduled burst segments are delayed for MAX_DELAY and the non-
overlapping burst segments of the rescheduled burst are scheduled, while the overlapping burst
segments are dropped. For example, in Fig. 2, we observe that the data channel D1 has the minimum
loss, thus the unscheduled burst is scheduled on D1, and the unscheduled burst B1 has both head
overlapping and tail overlapping on which head overlapping re-scheduled burst segments are
scheduled on D3 (as it incurs the minimum delay) and tail overlapping re-scheduled burst segments
are scheduled on D2.

Though there is no loss of data bursts as shown in figure but for head overlapping and tail overlapping
portion separate channels D3 and D2 respectively has been used which in turns to be expensive in
terms of cost and looks un-effective as well. Thus the limitations of existing algorithms are both
algorithms consider only one side of void. Next we propose a new channel scheduling algorithms
which considers both end of a void in scheduling and also utilizes void efficiency and blocking
probability of data burst is minimum.

3. Methodology

In this section we propose a new scheduling algorithm called Best Fit Void Filling (BFVF), which
attempts to maximize the channel utilization and minimize the burst loss. Our propose algorithm first
selects all possible void channels, on which the data burst can be scheduled. Then selects one of the
possible void channel such that the void utilization factor is maximum. We calculate the void
utilization factor as:

Utilization =(a *100) / x

Where ‘a’ is the data burst length and ‘x’ is the void length.

In figure 3, for first case, void utilization factor for B1 on channel D1, D2 and D3 are (Ea-Sa)/((S1,2)-(
E1,1)), (Ea-Sa)/((S2,2)-(E2,1)), (Ea-Sa)/((S3,3)-(E1,1)) respectively. If void utilization factor exceeds over
100 percent then the factor having close to 100 percent is considered. Here according to figure, using
void utilization factor, it selects the channel D3 for the first case to schedule the portion of data burst
B1. Since it cannot schedule all the portion of data burst B1 the overlapping portion of data bursts
segments is reschedule. For that the remaining channel is D1 and D2 since channel D3 is already been
used. For reschedule data burst segments that is for second case we again calculate the void utilization
factor for remaining portion of data burst B1 which have to be rescheduled and calculated as(Ea-
Ra)/((S1,2)-(E1,1)), (Ea-Ra)/((S2,2)-(E1,1)) where Ra is the start time for reschedule burst segment. In
case, the void is greater than MAX_DELAY, the unscheduled burst is delayed for MAX_DELAY and
the non overlapping burst segments of unscheduled burst is scheduled, while the overlapping burst
segments are dropped. In this case, according to formula the data channel D2 is selected since its
channel utilization factor for remaining reschedule burst segment is better than channel D1.
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Fig 3 Illustration of BFVF segmented based algorithm

Hence, the reschedule data burst segment is scheduled on channel D2. And the data channel D1 which
is free can be completely used for new arrival data burst. Thus the channel utilization is higher and
burst loss ratio is lower in our propose scheme than in NP-DFMOC-VF and NP-SFMOC-VF
algorithms. We work out an example to show void utilization on our proposed algorithm. We assume
the following numerical values. For first case,

(S1,2) - (E1,1) = (220-140) = 80 µs
(S2,2) - (E2,1) = (210-160) = 50 µs
(S3,3) - (E3,1) = (230-145) = 85 µs
Length of data burst B1 (Lb) = (Ea-Sa) =110 µs
Switching time (ST) = 10 µs
Maximum Delay = 250 µs

Using channel utilization factor formula,

For D1, channel utilization = (110*100)/80 =137.5%

For D2, channel utilization = (110*100)/50 =220%

For D3, channel utilization = (110*100)/85 =129.4%

Here, we select the channel D3 since channel utilization of channel D3 is close to 100 percent as
compare to channel D1 and D2. Note if the channel utilization had been less than 100 percent we go
for channel utilization less than 100 percent instead of more than 100 percent.

For second case, (for RLb )

Length of remaining data burst segment of B1, (RLb)

RLb = (Ea-Ra) = 230-195 = 35 µs

Remaining channel D1 and D2

(S1,2) - (E1,1) = (220-140) = 80 µs
(S2,2) - (E2,1) = (210-160) = 50 µs
Switching time (ST) = 10 µs
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Using channel utilization factor formula for RLb,

For D1, channel utilization = (35*100)/80 =43%

For D2, channel utilization = (35*100)/50 =70%

In this case, channel D2 is selected for reschedule the remaining data burst of B1 i.e. for RLb. Also,
the free channel D1 can be used for new arrival of data bursts. This shows that void utilization is
higher in our proposed algorithm.

Table 1 Input data for channel scheduling of different algorithms

CASE I (NPDFMOC-
VF)

CASE II (NPSFMOC-
VF)

CASE III (BFVF
SEGMENTED)

B1 B2 B3 B1 B2 B3 B1 B2 B3

Lb=Ea-Sa
(µs)

90-
40=50

137-
62=75

102-
52=50

135-
45=90

140-
40=100

129-
75=54

230-
120=110

275-
150=125

270-
210=60

(Si,j)-(Ei,j) µs (Si,j)-(Ei,j) µs (Si,j)-(Ei,j) µs

D1 106-66=40 110-66=44 255-165=90

D2 128-50=78 138-80=58 235-180=55

D3 130-62=68 130-62=68 240-200=40

D4 135-70=65 135-75=60 220-140=80

D5 140-75=65 120-85=35 210-160=50

D6 110-72=38 110-70=40 230-145=85

D7 130-50=80 255-210=45

D8 135-90=45 250-215=35

D9 140-85=55 252-220=32

ST (µs) 10 10 10

W 6 9 9

Maximum
Delay (µs)

127 200 255
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Table 2 Output data for channel scheduling of different algorithms

CASE I CASE II CASE III

NPDF
MOC
-VF

NPSF
MOC
-VF

BFVF
Segme
nted

Based

NPDF
MOC
-VF

NPSF
MOC
-VF

BFVF
Segme
nted

Based

NPDF
MOC
-VF

NPSF
MOC
-VF

BFVF
Segme
nted

Based

Delay
for non
overlap

ping
burst
B1

20 µs 20 µs 40 µs 27 µs 27 µs 25 µs 30 µs 30 µs 55 µs

Delay
for non
overlap

ping
burst
B2

10 µs 10 µs 10 µs 36 µs 45 µs 32 µs 5 µs 25 µs 5 µs

Delay
for non
overlap

ping
burst
B3

24 µs 30 µs 33 µs 15 µs 25 µs 15 µs 0 µs 10 µs 0 µs

Number
of

channel
Used

3 6 4 3 9 6 3 9 6

Total
packet

loss
30 µs 0 µs 0 µs 10 µs 0 µs 0 µs 115 µs 0 µs 2 µs

4. Simulation and Results

We compare the performance of our proposed BFVF segmented based algorithm with that of NP-
DFMOC-VF and NP-SFMOC-VF algorithm through simulation. For simulation proposed and to be
more précised we take three cases for channel scheduling.

In each case we take three bursts B1, B2 and B3 which have to be scheduled by using different
algorithms. W is the maximum number of outgoing data channels. According to given input data of
table 1, we obtained an output as table 2 which is shown below. Considering a table II and its cases I,
II and III we can see that in case I delay is more in our proposed algorithm as compare to NP-
DFMOC-VF and NP-SFMOC-VF but in case II delay is less in our proposed algorithm than NP-
DFMOC-VF and NP-SFMOC-VF where as in case III in our proposed algorithm delay is more for
data burst B1 and less for data burst B2 and B3 as compare to NP-DFMOC VF and NP-SFMOC-VF.
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Hence we can say that delay does not depend on type of algorithm we used but it depends on how the
data bursts are schedule on the channels. Also from simulation of figure 4, 5 and 6 this can be seen.

Again considering table 2, this time we consider total packet loss for different algorithms versus
number of channel used for different algorithms. According to table we simulate the result for this as
shown in figure 7, 8 and 9. We can see that packet loss for our proposed algorithm is zero for case I
and II and in case III packet losses are very low and number of channel used is also less comparing to
NPSFMOC-VF algorithm. In NPDFMOC-VF algorithm, though the number of channel used is less
than NPSFMOC-VF and our proposed algorithm but the packet losses are very high in NPDFMOC-
VF then NPSFMOC-VF and our proposed algorithm.

Also from figure 1, 2 and 3 we draw a table and conclude the comparison of burst loss and channel
utilization as follows.

Table 3 Comparisons of different algorithm in terms of Burst Loss and Channel Utilization

Algorithm Burst Loss Channel Utilization

NPDFMOC-VF High High

NPSFMOC-VF Low Low

BFVF Segmented Low High

5. Conclusion

In this paper we discuss performance of horizon and void filling scheduling algorithm. It is found that
the void filling scheduling algorithm performs better than the horizon scheduling algorithms.
However, there are limitations to the existing void filling scheduling algorithms. This limitation is
mainly due to that; the existing schemes consider either the start time of the new data burst or end
time of the previously scheduled data burst or start time of previously scheduled data burst and the
end time of the new data burst. They do not take into account the data burst length and void length.
We proposed an algorithm called BFVF Segmented based algorithm, which takes the arrival data
burst length and void length into account in scheduling. Proposed scheme calculates the void
utilization factor, and schedule the new data burst into a void channel having maximum void
utilization factor.

The proposed scheme is compared with NPDFMOC-VF and BFVF Segmented. It is found that the
proposed scheme perform better in term of channel utilization, packet loss and number of channel
used.

Fig 4 Delay vs. non overlapping burst for case I Fig 5 Delay vs. non overlapping burst for case II
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packet loss for case I
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Abstract 

Multiple-input multiple-output (MIMO) systems play a vital role in fourth generation wireless systems to provide advanced 
data rate. In this paper, a better performance and reduced complexity channel estimation method is proposed for MIMO 
systems based on matrix factorization. This technique is applied on training based least squares (LS) channel estimation 
using STBC for performance improvement. Simulation results indicate that the proposed method not only alleviates the 
performance of MIMO channel estimation but also significantly reduces the complexity caused by matrix inversion. The 
performance evaluations are validated through computer simulations using MATLAB in terms of bit error rate (BER) for 
modified LS with LS and MMSE channel estimation techniques. Simulation results show that the BER performance and 
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________________________________________________________________________________ 
 

1. Introduction 

Wireless communication systems continue to strive for ever higher data rates. To cater to both higher 
transmission rates and higher spectral efficiencies in order to increase the performance of 
communication systems, the wireless industry is already looking ahead and embracing multiple-input 
multiple-output (MIMO) systems [1, 2]. Using multiple transmit as well as receive antennas, a MIMO 
system exploits spatial diversity, higher data rate, greater coverage and improved link robustness 
without increasing total transmission power or bandwidth. However, MIMO relies upon the 
knowledge of channel state information (CSI) at the receiver for data detection and decoding. It has 
been proved that when the channel is Rayleigh fading and perfectly known to the receiver, the 
performance of a MIMO system grows linearly with the number of transmit or receive antennas, 
whichever is less [3]. Therefore, an accurate and robust estimation of wireless channel is of crucial 
importance for coherent demodulation in MIMO system. 

A considerable number of channel estimation methods have already been studied by different 
researchers for MIMO systems. In certain channel estimation methods, training symbols that 
are transmitted over the channels are investigated at the receiver to render accurate CSI [4]. 
Compared with blind and semi blind channel estimations, training based estimations 
generally require a small data record. Hence, they are not limited to slowly time-varying 
channels and entail less complexity. One of the most efficient training based methods is the 
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least squares (LS) method, for which the channel coefficients are treated as deterministic but 
unknown constants [5]. When the full or partial information of the channel correlation is 
known, a better channel estimation can be achieved by minimum mean square error (MMSE) 
method [5]. The fundamental difference between these two techniques is that the channel 
coefficients are treated as deterministic but unknown constants in the former, and as random 
variables of a stochastic process in the latter. The MMSE estimation has better performance 
than LS estimation at the cost of higher complexity as it additionally exploits prior 
knowledge of the channel coefficients. But practically this kind of information is sometimes 
not known beforehand, which makes MMSE-based technique infeasible. 

OFDM is becoming widely applied in wireless communications systems due to its high rate 
transmission capability with high bandwidth efficiency and its robustness with regard to multi-
path fading and delay [1]. It has been used in digital audio broadcasting (DAB) systems, 
digital video broadcasting (DVB) systems, digital subscriber line (DSL) standards, and 
wireless LAN standards such as the American IEEE® Std. 802.11™ (WiFi) and its European 
equivalent HIPRLAN/2. It has also been proposed for wireless broadband access standards 
such as IEEE Std. 802.16™ (WiMAX) and as the core technique for the fourth-generation 
(4G) wireless mobile communications. 

There are two main problems in designing channel estimators for wireless OFDM systems. 
The first problem is the arrangement of pilot information, where pilot means the reference 
signal used by both transmitters and receivers. The second problem is the design of an 
estimator with both low complexity and good channel tracking ability. The two problems are 
interconnected. In general, the fading channel of OFDM systems can be viewed as a two-
dimensional (2D) signal (time and frequency). The optimal channel estimator in terms of 
mean-square error is based on 2D Wiener filter interpolation. Unfortunately, such a 2D 
estimator structure is too complex for practical implementation. The combination of high data 
rates and low bit error rates in OFDM systems necessitates the use of estimators that have 
both low complexity and high accuracy, where the two constraints work against each other 
and a good trade-off is needed. The one-dimensional (1D) channel estimations are usually 
adopted in OFDM systems to accomplish the trade-off between complexity and accuracy [1–
4]. The two basic 1D channel estimations are block-type pilot channel estimation and comb-
type pilot channel estimation, in which the pilots are inserted in the frequency direction and 
in the time direction, respectively. The estimations for the block-type pilot arrangement can 
be based on least square (LS), minimum mean-square error (MMSE), and modified MMSE.  

2.  Problem Definition  

The complexity of channel estimation mainly increases due to matrix inversion. To reduce the 
complexity of MIMO detection, several matrix factorization techniques have been applied on MIMO 
systems recently. Orthogonal matrix triangularization is a matrix factorization technique that reduces 
a full rank matrix into simpler form. Some other matrix factorizations like lower upper (LU) 
decomposition, singular value decomposition (SVD) can also be used to avoid explicit matrix 
inversions. But orthogonal matrix triangularization is preferable over other methods as it guarantees 
numerical stability by minimizing errors caused by machine roundoffs [6]. Matrix factorization is 
used to conduct large matrix calculations in alternate ways, and applied for system complexity 
reduction. The decoding algorithm for layered space-time codes based on matrix triangularization is 
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presented in [7]. The authors in [8] proposed a low-complexity maximum-likelihood decoding 
approach based on matrix factorization for signal detection in MIMO systems. In [9], a combined 
detection algorithm based on matrix triangularization is proposed to reduce the complexity of the 
MIMO detection algorithm. Reduced complexity hardware architecture for MIMO symbol detector 
using matrix factorization is proposed in [13] which support two MIMO schemes of space-frequency 
block codes and space division multiplexing of the codes. However, in all works matrix factorizations 
decrease complexity, but performance improvement is not justified. In this paper, a channel 
estimation method is proposed for MIMO system by employing orthogonal matrix triangularization 
on LS estimation which minimizes the computational complexity and at the same time improves the 
performance. The coding scheme of MIMO considered in this paper is space-time block coding 
(STBC) which is an attractive approach for improving quality in wireless links. 

3. MIMO System and Model 

Digital communication using multiple-input–multiple-output (MIMO), sometimes called a “volume-
to-volume” wireless link, has recently emerged as one of the most significant technical breakthroughs 
in modern communications. MIMO systems can be defined simply. Given an arbitrary wireless 
communication system, we consider a link for which the transmitting end as well as the receiving end 
is equipped with multiple antenna elements. The idea behind MIMO is that the signals on the transmit 
(TX) antennas at one end and the receive (RX) antennas at the other end are “combined” in such a 
way that the quality or the data rate (bits/sec) of the communication for each MIMO user will be 
improved. Such an advantage can be used to increase both the network’s quality of service and the 
operator’s revenues significantly. A compressed digital source in the form of a binary data stream is 
fed to a simplified transmitting block encompassing the functions of error control coding and 
(possibly joined with) mapping to complex modulation symbols. The latter produces several separate 
symbol streams. Each is then mapped onto one of the multiple TX antennas. After upward frequency 
conversion, filtering and amplification, the signals are launched into the wireless channel. At the 
receiver, the signals are captured by possibly multiple antennas and demodulation and de-mapping 
operations are performed to recover the message. 

Fig 3.1 MIMO system with N transmit and M receive antenna 
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In a single user MIMO model with N transmit and M receive antennas, the MIMO system equation is 
given by 

 

     (3.1) 

 

Or in matrix form:  r = Hs + n      (3.2) 

where H is the channel matrix of size M x N, r is the M x 1 received signal vector, s is the N x 1 
transmitted signal vector, and n is an M x 1 additive white Gaussian noise vector with zero mean and 
variance 2. The channel matrix H is the factor by which the signal is amplified and is also known as 
the channel coefficient. The element hij in the channel matrix H represents the complex gain between 
transmitter antenna j and receiver antenna i. 

The MIMO system model is shown in Fig 3.2. 

 

Fig 3.2 MIMO System Model 
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       (3.3) 

Where E{.} implies the expectation and 2 is the power accompanying one symbol. The input-output 
relation of the system can be written as 

Y = HS +W         (3.4) 

Where S is the NtXT transmit matrix, Y is the NrXT received matrix and W is an Nr X T i.i.d. Gaussian 
random noise matrix with zero mean. The MIMO channel response is described by Nr x Nt matrix H. 
A general entry of the channel matrix H is denoted by {hij}. This represents the complex gain of the 
channel between the j-th transmitter and the i-th receiver and can be written as 

 

H =         (3.5) 

     

Where  

hij= + j  =  

    = |hij| .EXP(j ij)       (3.6) 

 

In a rich scattering environment with no line-of-sight (LOS),  and  are independent and normal 
distributed random variables, then channel gains {hij} are usually Rayleigh distributed. 

 

The signals are transmitted over channel. The combined signal n at the receiver is 

n= = c ||H||2FSn + Wn, n = 1,2,…, L   (3.7) 

 

where Wn is the noise term after combining. At the receiver the maximum likelihood (ML) decoder is 
used to detect the transmitted symbol. The ML decoder can be simplified using the orthogonality of S. 
The received symbol, hence, can be determined by  

n = arg min | n– c ||H||2F S |2        (3.8) 

 

This is a low complexity orthogonal system model that can be considered highly attractive for 
practical applications. 

4. Channel Estimation Techniques 

Basically, methods of channel estimation can be classified according to four dimensions [17]. 

 From the view of estimation theory, there are 

– Least Square (LS) Estimation 

– Minimum Mean Square Error (MMSE) Estimation 

 According to the processing domain, estimation can be done in 
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– Time Domain 

– Frequency Domain 

 Due to the different pilot-symbol arrangements, there are 

– Estimator with Block-Type Pilot (Training Based) 

– Estimator with Comb-Type Pilot (Pilot Symbol Aided Modulation) 

 With different estimation iteration, there are: 

– Iterative Methods 

– Direct Methods 

4.1  LS Estimation Technique 

The knowledge of CSI is required at the receiver to recover the transmitted signals properly in MIMO 
systems. In training based channel estimation, the training symbols that are known to the receiver are 
multiplexed along with the data stream and examined in the receiver to estimate the channel. In 
practice, training based LS estimation is more frequently used due to its acceptable performance. But 
this estimation involves matrix inversions, which result in high computational complexity and hence 
undesirable for hardware implementation. The orthogonal matrix Triangularization is a very 
convenient technique to avoid matrix inversion and is preferable because of its clever implementation 
in highly parallel array architecture. 

In aNtXNrMIMO system, totally (NtXNr) channels are needed to be estimated between transmitters 
and receivers. The received training symbols can be expressed as 

y = Hx + n         (4.1) 

 

where x is the transmitted training signal, y is the received signal and n is the noise response. The 
channel response H is assumed to be random and quasi-static within two transmission blocks. The LS 
approach solves the estimation equation (4.1) by minimizing the cost function as, 

J(H) = (y - Hx)H(y -Hx)         (4.2) 

The gradient of equation (4.2) is given below, 

J(H) = - 2xHy + 2xHx         (4.3) 

Minimizing the gradient to zero yields the LS estimation  of the channel response obtained by 

 = (xHx)-1xHy         (4.4) 

 

4.2 MMSE Technique 

Improved performance compared to ZF can be obtained by attempting to minimize both interference 
and noise at the same time. This is done by the Minimum Mean Squared Error (MMSE) detection 
scheme, which is a trade off between noise inflation and interference suppression. The weight matrix 
for MMSE detection is given by: 

W H = HH( 2Im+ HHH)H        (4.5) 

Where IM and IN are the M x M and N x N identity matrices respectively. 
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4.3 Proposed Channel Estimation Technique 

The inversion of xHx in equation (4.4) has a high complexity and will significantly increase when the 
size of x increases, which is dependent on the number of transmit antennas. To avoid complexity 
because of matrix inversion, orthogonal matrix triangularization is applied on x. The matrix 
triangularization can be calculated via Householder transformation, or Givens rotation. The Givens 
rotation is a recursive method that requires a larger number of floating point operations as compared 
to the Householder transformation method [19]. In this work, Householder transformation is chosen to 
minimize the required operations. In the Householder approach, a series of reflection matrix is applied 
to the matrix, x, column by column to annihilate the lower triangular elements. The reflection 
transformations are orthonormal matrices that can be written as 

A = ( I +  v vH)          (4.6) 

where v is the Householder vector and = -2 ||v||2. For the matrix x, to annihilate the lower elements 
of the k-th column the Akis constructed as follows: 

 

i. Let v equal the k-th column of x 

ii. Update v by v = x + ||x||2 , where = [1; 0; : : : ; 0]T 

iii. Determine by = -2 ||v||22 

iv. Akis calculated according to equation (4.6). 

 

The Akformed from the above steps are pre-multiplied by x sequentially as follows 

An, ………….,A1x =       (4.7) 

where, R is a n x n upper triangular matrix, 0 is a null matrix, and the sequence of re°ection matrices 
form the complex transpose of the orthogonal matrix QH, i.e., QH= An,……………..A1 and I = QHQ. 

 

Thus, equation (4.7) can be written as 

x = Q         (4.8) 

The error function for estimation in equation (4.4) can be expressed as 

 = y - x; if = 0; then y = x      (4.9) 

 

By combining equations (4.6) and (4.7) the received signal stands 

y = x = Q        (4.10) 

 

The Hermitian of Q is multiplied to both sides of equation (4.10) to derive the proposed channel 

estimation 

OMT= yQH        (4.11) 
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As R is an upper triangular matrix, OMT can be solved through back-substitution. The proposed 
estimation is a numerically stable low complexity solution to channel estimation of MIMO systems. 

5. Result and Discussion  

This section presents comparisons between Block error rates (BER) for the different channel 
estimation schemes. The results presented here are obtained from simulations performed in 
MATLAB. The channel is considered to be Rayleigh and the modulation scheme to be BPSK for 
simplicity in simulation.  The block error rate is calculated by performing 10^6 trials at each SNR 
point. The block error rate is calculated for each SNR value. Performing 10^6 trials at each SNR 
value refers to sending same block of data 10^6 times from transmitter towards receiver for that SNR 
value. If the transmitted block of data don’t match with the detected data at the receiver then an error 
occurs. I calculate the total number of error that has occurred during 10^6 trials. The block error rate 
is then calculated for a SNR value as total number of error divided by total number of trials. As an 
example if total number of error is 5x10^5 for 10^6 trials at a SNR value then the block error rate for 
this SNR value is  

Block error rate=500000/1000000=1/2 

A new realization of channel was chosen in each trial and for each SNR value. 

The simulation results shown in this section are limited to 4 by 4 and 2 by 2 transmit and receive 
antenna MIMO system only. The BER performance of the different channel estimation techniques 
and AlamoutiSTBC can be analysed under varying number of antennas.  

 
Fig 5.1 BER of Alamouti’s STBC with different number of antenna 
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The BER performance of the MIMO system using AlamoutiSTBC is shown in the figure 5.1 for 
varying number of antennas. The BER is plotted for up to 2 transmit and 2 receive antenna. It can be 
seen from above figure that as the number of transmit antenna increase, the BER performance is also 
increasing and the same for increasing number of receive antenna. This figure also shows the BER 
obtained from theoretical formula. As a fact, the simulated BER is lower than that obtained 
theoretically. The value of BER for simulated AlamoutiSTBC is nearly equal to 10-2 at SNR equal to 
8 dB for 2 transmit and 2 receive antenna whereas it is nearly equal to 0.02x10-3 for same SNR.  

Figure 5.2 and figure 5.3 show the simulated results of BER in dB for LS and MMSE channel 
estimation techniques in MIMO with 4 transmit and 4 receive antennas against SNR in dB, 
respectively.. 

 
Fig 5.2  BER performance of LS scheme 
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Fig 5.3 BER performance of MMSE scheme 
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respectively. As the value of SNR goes on increasing, the value of the BER also goes on increasing. 
Finally, the value of BER is equal to -3.6 dB and -3.9 at SNR = 30 dB. It is clear that increasing SNR 
gives lower value of BER resulting better BER performance and MMSE channel estimation technique 
provides better BER performance than LS scheme.  
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environment with only 2 transmit and 2 receive antenna due to memory insufficiency problem and the 
simulated results are shown in figure 5.4. Again, it can be seen that MMSE scheme provides better 
BER performance than LS scheme. The value of BER is about 0.5x10-1&0.25x10-1 dB at average 
Eb/N0 = 0 dB and 0.5x10-3& 10-5 dB at Eb/N0 = 20 dB, respectively.     
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Figure 5.4 Comparison of BER performance of LS and MMSE schemes  

 

The BER values for modified (proposed) LS channel estimation technique along with LS and MMSE 
techniques are simulated and plotted in figure 5.5 for 2 transmit and 2 receive antenna against 
different values of SNR ranging from 0 to 20 dB. 
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Fig 5.5 Comparison of BER Performance of Modified LS with LS and MMSE schemes 

 

As seen from results in figure 5.5, the modified LS scheme, as expected, offers significant 
improvement in terms of BER performance of the channel estimation than conventional LS scheme. 
The value of BER is almost same at lower value of SNR, but at higher SNR as 20 dB, the modified 
LS scheme provides BER of about 10-4 dB instead of 10-3 dB in LS scheme. In addition, the MMSE 
scheme has the least values of BER than LS and modified LS schemes. 

Finally, computational complexity of modified LS scheme against LS and MMSE schemes is carried 
out in terms of number of floating – point calculations with respect to varying number of the transmit 
antenna and simulated results are shown in the figure 5.6. The computational complexity is increasing 
with increasing the number of transmit antennas for all of these three schemes but with different rates. 
The rate of increase of complexity in modified LS scheme is almost linear whereas rising exponential 
in LS and MMSE schemes. Thus, complexity of modified LS scheme is, as expected, lower than that 
of LS scheme as well as MMSE scheme. In addition, the computational complexity is almost same for 
these channel estimation schemes up to 3 transmit antenna but then varies with higher number of 
transmit antennas.  
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Fig 5.6 Complexity comparison between LS, MMSE and modified LS schemes 

 

6. Conclusion 

The simulation results for BER and computational complexity have been presented and discussed in 
the last chapter 5. From the results, it can be concluded that MMSE scheme is superior to LS and 
modified LS schemes in terms of BER performance and modified LS scheme is superior to LS and 
MMSE schemes in terms of the computational complexity. 

The MMSE channel estimation technique can be chosen when very good BER performance is 
required in MIMO system at the cost of higher computational complexity and the LS channel 
estimation can be used with lesser complexity but with poor BER performance. Hence, modified LS 
scheme serves midway between these two schemes and can be chosen for good BER performance still 
having least computational complexity.     

Thus, this paper, as expected, shows that modified (proposed) LS scheme offers less computational 
complexity but better BER performance than the LS scheme. 
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Abstract  

Transportation is the backbone of the economic development of any developing country. Therefore, Nepal has emphasized 
on the construction of new roads both in the rural and urban areas. But there are various types and degrees of environmental 
problems associated with the construction of roads in Nepal. Kathmandu-Naubise Alternative Road has been taken in the 
case study for the research work. The project directly deals with the Twelve Environmental issues and their performance 
indicators which are contain in EMAP. This study emphasizes on the mitigation measures implementation in the project. 
This study has evaluated the degree of effective implementation of mitigation measures.  

The study has evaluated the arrangement in the project design and implementation aspects. It is concluded that the 
enforcement in the implementation is the key to the success of the project.  

Keywords: Transportation, EMAP, Environmental Issues, Mitigation Measures 

_________________________________________________________________________________ 
 

1.   Introduction 

Roads often bring significant economic and social benefits, but they can also have substantial negative 
impacts on communities and the natural environment. As we become more aware of these impacts, 
there is a growing demand for the techniques and skills needed to incorporate environmental 
considerations into road planning and management. 

Government of Nepal has been giving priority to development of roads since the beginning of planned 
development programmes more than 40 years ago. With this effort, the National Road Network has 
altogether 15,308 km roads, including 4,522 km blacktop, 3,646 km gravel and 7,140 km earth roads. 
Put alternatively, the National Road Network comprises 15,308 km roads including 4,977 km 
strategic roads 1,984 km urban roads and 8,347 km district roads. GoN has proposed Strategic Road 
Network of about 12,600 km in the coming decade.  Among Nepal’s 75 district headquarters, only 
two are not connected by a motorable road. The Department of Roads is responsible for constructing 
and maintaining the main national lines of access through intricate, inter connected environments of 
Nepal. In the past, the pressure to open a road network as quickly as possible has caused to neglect 
many environmental considerations. The construction of Roads in Nepal which mostly has rugged 
topography dissected by north to south flowing rivers is not merely technical and economical 
challenges but also an environmental one. Although Roads are meant for the economic development 
of the country, there are various types and degrees of environmental problems associated with their 
construction. These environmental problems are not only associated with the physical environment 
but also related to biological, social, cultural and sometimes archaeological problems. Landslides, 
slope failures, soil erosion, loss of agricultural and forest land, and sedimentation into water bodies 
are some of the negative impacts of road construction. These adverse impacts have, in some cases, 
negated the objective of the development project. With the promulgation of environmental law, all the 
development projects are subjected to environmental screening in according with these guidelines. 
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Table 1 Monitoring parameter 

Environmental 
Issues 

Performance Indicator 

1.Quarries and Borrow 
pits 

  

1-1 No evidence of water ponding or presence of fresh gullies and quarry 
spoil littering. No increased visual turbidity of surface waters 

1-2 Natural contours and vegetation are restored. Engineers report 
testifying to completion of restoration work. 

 2.Spoil and 
Construction Waste 
Disposal 

2-1 Presence of slides, scouring erosion or destruction of property on the 
valley side, disruption of water supply and irrigation systems. 

2-2 Complaints from local residents 

2-3 Survival rate of plants.  

3.Work Camp 
Location and 
Operation 

3-1 Latrines constructed; no disruption in local water supplies. 

3-2 Timely and  effective waste disposal and fire control  

3-3 Re-plantation of the site  

3-4 Natural contours and site appearance restored. Engineer’s report 
testifying restoration of site. 

4. Labour Camp 
location and 
Management 

4-1 No complaints from local residents. 

4-2 No disruption in local water supplies  

4-3 Timely and effective waste disposal 

4-4 Re-plantation of the sites. 

4-5Natural contours and site appearance restored. Engineer’s report 
testifying restoration of site  

5.Earthworks/Slope 
Stabilisation 

5-1 Adequacy and quality of planting.  

5-2 Survival of rate of plants.  

6. Blasting 6-1 No major rock fracturing of the remaining hill slope. 

6-2 Damage to valley side private property. 

7. Stockpiling of 
Materials 

7-1 Sufficient protection measures are provided against the washouts. 

8. Explosive, 
Combustible and 
Toxic Materials 
Management 

8-1 Hazardous materials management procedures implemented. 

8-2 No visible puddles of oil or contaminated soil. 

9.Retaining wall 
construction  

9-1 No occurrence of slope instability and damage to adjust features 

10. Restatement of 
services 

10-1 Complaints Received 

10-2  Full Functioning of Reinstated Water Supply Lines, Canals and 
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Trials 

11.  Drainage/ 

Water management 

11-1No evidence of fresh surface erosion or presence of new gullies of 
the valley side. No increased visual turbidity of surface waters. 

11-2 1No evidence of loss of agricultural land and forests. No complaints 
from landowners.  

12. Air and Noise 
Pollution 

12-1 No complaints from local residents. 

 

4.2  Weightage Determination 

The importance value survey analysis for Weightage determination is presented. The results and 
discussion are as follows: 

4.2.1  Weightage Distribution for each Environmental Issues 

The graphical representation of weight distribution for each environmental issue is presented in Fig 2. 

 

Fig 2 Weightage distributions of environmental issues 

The standard deviation on weights obtained for environmental issues from various professionals is 
very minimal. The data’s deviation is within 14% to 27% from the mean value that signifies its 
relevance. 

The result shows that environmental issues as; quarries and borrow pits, spoil and construction waste 
disposal; earthworks/ stabilization; and drainage and water management among twelve parameters 
carries higher weight0.09. The result seems reasonable as the action of these environmental issues in 
the road construction extends a higher area of implication and directly activities service erosion and 
slope instability. 

The weights distribution for issues as; work camp location, blasting, stockpiling of materials , 
explosive combustible and toxic materials management, retaining wall construction; and reinstatement 
of services are slightly lesser carrying similar weights of .08.  

The lowest weight distribution having 0.07 values was obtained for issues as; labour camp location 
and management and air and noise pollution. Expect for air pollution, the issues express actions 
supporting road construction. The impact on air pollution though significant carried low weight. This 
is supportive considering remoteness of the construction site. 
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4.2.2  Weightage Distribution for each Performance Indicator 

The graphical representation of results obtained on weight distribution for each performance indicator 
is presented in Fig 3. 

 
Fig 3 Weightage distribution of performance indicator 

The standard deviation on weights obtained for performance indicators from various professional is 
also minimal. Most of the data’s deviation is within 3% to 15% from the mean value that also 
signifies its relevance. The distribution weight noted is in general similar for performance indicators 
under each environmental issue. However, is observed that the performance indicators that directly 
accounts on evaluation for actions caused by road construction activities were given slight higher 
weights than the performance indicators that bases the evaluation on public complaints.  

4.3  Degree of Effective Implementation 

4.3.1  Implementation Assessment of Environmental Issues 

The performance rating of each indicator then were multiplied with its respective weights and 
summed under each issue to obtain the degree of effective implementation for each environmental 
issues and the details are summarized in Table 2 and the graphical representation of the results are  
presented in Fig4. 

 

Fig 4 Effective implementation of environmental issues 

0

0.2

0.4

0.6

0.8

1

1.2

1 1 2 1 2 3 3 2 3 4 4 1 4 3 4 5 5 1 6 1 7 1** 8 2 10 1 10 3 11 2

Series1

52.5
42.4

60

101

34 35
21

55
44

60.72

15

86

0
20
40
60
80

100
120

1 2 3 4 5 6 7 8 9 10 11 12

Environmental Issues

(%
)E

ffi
ec
tiv

e
Im

pl
em

en
ta

tio
n



30
 

jacem, Vol. 1 , 2015 Post Construction Effectiveness of Kathmandu Naubise Alternative Road

4.3.2  Overall Degree of Effective Implementation 

The effective implementation of each environmental issue is multiplied with its weights to obtain the 
weighted degree of effective implementation. The weighted degree of each issue is summed up to 
obtain the Overall Degree of Effective Implementation is summarized in Table 2. 

Table 2 Overall degree of effective implementation 
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A B C D E  F= E*D*B 
G= D*E & 
sum of each 
issue  

H= sum of ‘F’ 
for each 

I = sum 
of  H  

 

1 

 

0. 10 

1-1 0.5 50 2.25 52.5 4.73 
 

 

 

 

  

  

  

   

 52 

  

  

  

  

  

  

  

  

  

  

1-2 0.5 55 2.48 

 

2 

 

0.09 

2-1 0.36 60 1.94 42.4 3.81 

2-2 0.32 35 1.01 

2-3 0.32 30 0.86 

 

 

3 

 

 

0.07 

3-1 0.2 100 1.4 60 7 

3-2 0.2 100 1.4 

3-3 0.2 100 1.4 

3-4 0.2 100 1.4 

 

 

4 

 

 

 

0.08 

 

4-1 0.16 100 1.28 101 8.08 

4-2 0.17 100 1.36 

4-3 0.17 100 1.36 

4-4 0.17 100 1.36 

4-5 0.17 100 1.36 

4-6 0.17 100 1.36 

 

5 

 

0.09 

5-1 0.5 30 1.35 34 3.06 

5-2 0.5 38 1.71 

 

6 

 

0.08 

6-1 0.5 40 1.6 35 2.8 

6-2 0.5 30 1.2 
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7 0.08 7** 1 21 1.68 21 1.68 

8 0.08 8-1 0.5 50 2 55 4.4 

8-2 0.5 60 2.4 

9 0.08 9** 1 44 3.52 44 3.52 

 

10 

 

0.09 
10-1 0.33 53 1.57 60.72 5.46 

10-2 0.33 66 1.96 

10-3 0.33 65 1.93 

11 0.08 11-1 0.5 20 0.8 15 1.2 

11-2 0.5 10 0.4 

 

12 

 

0.07 12** 1 86 6.02 86 6.02 

 

The graphical representation of the weighted effective implementation of each environmental issue 
and cumulative degree of effectiveness is presented in Fig 5. 

 

Fig 5 Overall degree of effective implementation 

The result shows that the overall degree of effective implementation of mitigation measures of 
Naubise- Dharke Alternative Road is only about 52% with a rating notation of Fair. 

The site observation analysis shows that the activities relating to environmental issues regarding Spoil 
and Construction Waste Disposal; Earthworks/Stabilization; blasting stockpiling of material; drainage 
and water management have been performed with a poor rating(i.e.<40).  

Road construction in mountainous region requires the installation of structures i.e. retaining walls to 
support carriageway, toe-walls to support extra widening of road widths, flood ways to facilitate the 
natural cross drainage across the road length and   breast walls to support the falling cut batter etc. 
often structural works commence after the completion of the excavation works only after disposing 
off much of the valuable rocks and soils down the valley. Instead these could have done earlier at 
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locations where its installation is required and rock source is available. Rocks are often extracted with 
a little or no considerations of the environmental implications of the surroundings. Quarries are often 
located within unsafe road right of ways and are not properly rehabilitated to safe conditions upon 
completion of its use. Often quarrying is undertaken without care with a common result of 
impoverishing the cultivated lands, especially in the vicinity and downstream. These sources in 
absence of adequate protective measure during and post harvesting had induced erosion and escalated 
its extent further. Hence these sources necessarily are closed with effective protective measures being 
put into so that it no longer remains a source of potential environmental degradation.  

Workforces’ need it camp sited with locations of minimal lead of construction alignment stretches in 
order to optimize their outputs. But there was not any work camp, labor camp location in the site. The 
local services e.g. drinking water supply lines, trials, irrigation canals etc. are also disrupted by the 
excavations during road constructions. The supply or access of the existing services must 
provisionally be maintained for its continuity during construction stage, and reinstated fully to its 
original capacity upon completion of the constructions. This is the concerned Supervising 
Consultants; especially Resident Engineer’s due to for ensuring its being implemented.  

While the highlights of the above issues sounds common phenomenal observations and the adverse 
effects resulted thereof be rectified as and where the situations calls for, it is often the practice of 
overlooking or not implementing completely or partially.  

5.  Conclusion  

The overall degree of effective implementation of mitigation measures is categorised as FAIR as it 
has 52% of rating score. The overall result signifies that the environmental issues carrying higher 
weight and that involves higher mitigation costs were in general neglected by the performer. The 
contractor responsible for implementation has sincerely expressed their inability to perform efficiently 
due to cost factor due to the poor enforcement of the provision mentioned in EMAP. Serious violation 
was traced regarding hill slopes failures, poor drainage and water management was noted throughout 
the alignment. As a result, smothering of vegetation and topsoil on the valley side was immense 
causing scouring, erosion, slides and littering to high value and agricultural land at several locations 
which has much more implications on the environment. The contractor in an attempt to be 
competitive may not have allocated the rates to a realistic level to adequately fund environmental 
mitigation and protection and thus have lacked in implementing mitigation effectively. The forestation 
and bioengineering were arranged in the project to be carried out by other contractors after the 
completion of the road construction. However, environmental management of the road should have 
been carried out parallel with the construction. 
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Abstract  

The open channel Surges due to sudden changes of flow depth creates Celerity (Wave Velocity) in the flow in addition to the 
normal water velocity of the channels. These waves travel in the downstream and sometimes upstream of the channels 
depending on the various situations. The propagation of the Surges becomes positives or negatives depending on its crest and 
the trough of the waves. Therefore on this topic, these principals are presented in the analytical methods.  

Keywords: surge, dam, sluice gate 

 
 

1.  Introduction 

The sudden changes of flow in open channel results in the increase or decrease of flow depth is called 
the "SURGE" in open channel. This could take place when there is a breaching of dams due to 
earthquake or regulating the hydropower sluice gates. Hence results in positive and negative surges in 
downstream river channel or in downstream tail channel of hydropower projects. This phenomenon 
also governs when there would be flood (unsteady flow) during monsoon period in natural river 
channels and the hydrograph significantly varies with rising and falling as the rainfall takes it peak 
period. The flood wave which generates during the positive or negative surges is called the celerity 
(wave velocity) of the flood in unsteady flow situation.  

This positive or negative surge sometimes travels downstream or upstream depending on the situation. 
The increase in flow depth would become the crest of the surges and the decrease in the flow depth 
would become the trough of the surges.  

 

Fig 1 Propagation of low wave in channel 

 

The celerity or speed of propagation relative to the water is given by  where y is the water depth. 
Therefore the velocity of the wave relative to a stationary observer is: 



36

jac

Th

ce
gr
ch

Th
th
W

A 
op
do
(sh

 

cem,

his 

eleri
ravi
hann

he e
e 1

West

sur
peni
own
how

Vol.

can

ity.
ity w
nel 

exa
2M

tern

rge
ing 
nstr
wn i

1 , 2

n be

 If t
wav
sur

amp
MW 
n Re

Fig

 is 
or 

ream
in F

2015

e no

the 
ve c
rges

ples 
Jh

egio

g 2 D

pro
clo

m (
Fig)

5

oted

Fro
can
s. 

of 
himr
on o

Dow

odu
osur
sho
) 

d th

oud
nnot

f Su
ruk
of th

wns

uced
re o

own

hat 

de n
t be

urge
k Hy
he N

stre

d in
of s
n in

the

num
e pr

es in
ydr
Nep

eam

n th
slui
n fig

e Fr

mber
opa

n d
ropo
pal.

m en

e ch
ice 
g) 

roud

r is 
agat

dow
owe
. 

nd s

han
gat
and

de n

gre
ted 

wnst
er P

show

(

nnel
tes 
d th

num

eate
up

trea
Proj

win

Sou

l by
of 

he l

F

mbe

er th
stre

m R
ject

ng p

urce

y a 
the
latte

Fig 3

er 

han
eam

Riv
t as

phot

e: B

rap
e pr
er p

3 P

 ex

n un
m. W

ver 
s  s

togr

Butw

pid 
roje
pro

osit

xpr

nity
Wav

Cha
show

rap

wal

cha
ct.
duc

tive

ress

, wh
ves 

ann
wn 

h o

l Po

ang
Th

ces 

e Su

sed 

hich
of 

nel 
bel

of 12

owe

ge in
e fo
a p

urge

by 

h co
fini

is w
low

2M

er C

n th
form
pos

e W

orre
ite h

whe
w  w

MW

Com

he r
mer 
sitiv

Wav

 is

esp
heig

en r
whi

Jhi

mpan

rate
cau

ve s

ves

s th

ond
ght

regu
ich 

mru

ny (

e of
use
surg

 

he ra

ds w
t are

ulat
is 

uk H

(BP

f flo
s a 
ge 

atio

with
e de

ting
loc

Hyd

PC)

ow,
po

wav

o of

h su
ealt

g th
cate

dro

) 

, fo
ositi
ve 

f wa

uper
t wi

he s
d in

pow

or e
ive 
wh

ater

rcri
ith 

sluic
n P

wer

xam
sur

hich

O

r ve

itica
in s

ce g
Puyt

r Pr

mpl
rge 
h m

Open

eloc

al fl
sect

gate
than

oje

le, b
wa

move

Cha

city

flow
tion

es o
n d

ct 

by t
ave 
es u

nne

y to 

w, a 
n of

of o
distr

the 
to 

ups

l Sur

wa

sm
f op

one 
rict 

rap
mo

strea

rges

ave 

mall 
pen 

of 
of 

pid 
ove 
am 

 

f
f



37

jacem, Vol. 1 , 2015 Open Channel Surges

 

A stationary observer therefore sees an increase in depth as the wave front of a positive surge wave 
passes. A negative surge wave, on the other hand, leaves a shallower depth as the wave front passes. 
(Shown in fig) 

     

Fig 4 Negative Surge Waves 

 

Negative Surge waves in the downstream River Channel are produced to a 12MW Jhimruk 
hydropower plant when the sluice gates are suddenly being closed (shown in above fig).It is 
illustrated from the figure that each type of surge can move upstream or downstream. 

2.  Analytical Methods 

2.1 The upstream positive surge wave 

Consider the propagation of a positive wave upstream in a frictionless channel resulting from gate 
closure (shown in fig)   

 

Fig 5 Upstream Positive Surges 

 

The front of the surge wave is propagated upstream at celerity, c, relative to the stationary observer. 
To the observer, the flow situation is unsteady as a wave front passes; to an observer travelling at a 
speed, c, with the wave the flow appears steady although non-uniform. The following fig shows the 
surge reduced to steady state. 
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Fig 6 The continuity equation is: 

 

The momentum equation is: 

 - g  

 Where  and  are respective depths of the centres of area. From simplification, we get 

 -  

In the special case of rectangular channel, 

 

From the above equation, it can be written as 

-  

 

then; -  

The hydraulic jump in a stationary surge. Putting , in the above equation,  

 

 

 

Now  

 

where, Jump equation is: 

(  
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In the case of a low wave where  approaches  then equation becomes  

Then  

And in still water  

……………………………..………………………………….7 

 

2.2  The downstream positive surge 

This type of wave may occur in channel downstream from a slice gate at which the opening is rapidly 
increased. See figure below 

 

    

Fig 7 Downstream Positive Surges 

 

Reducing the flow to steady state. From continuity equation: 

 

Momentum: ...................9 

Similarly,  

 

2.3  Negative Surge Waves 

The negative surge wave appears to a stationary observer as a lowering of the liquid surface. Such 
wave occurs in the channel downstream from the control gate the opening of which is rapidly reduced 
or in the upstream channel as the gate is opened. The wave front can be considered to be composed of 
a series of small waves superimposed on each other. Since the uppermost wave has the greatest depth 
it travels faster than those beneath; the retreating wave front therefore becomes flatter. Shown in fig 
below 
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Fig 8 Propagation of Negative Surges 

 

The above figure shows a small disturbance in a rectangular channel caused by a reduction in 
downstream discharge; the wave propagates upstream as described below: 

 

 

Fig 9 Neglecting the product of small quantities 

 

 

The momentum equation is  

Where  

Or …………………………………………………….12 

Equating the above equations; 

 

Where,  

Substituting for (v +c) from above equations; 

 

And in the limit as  

 

For a wave of finite height, integration of above equation yields 
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When ; Where  

 

 

 

Fig 10 Negative surges of finite height 

From equation  and substituting in above equation then it becomes; 

 

; The wave speed at; 

 

the crest is therefore, ;  the trough  

 

In the case of a downstream negative surge in a frictionless channel as shown below a similar 
approach yields; ; again ; ; 

   

 

 

Fig 11 Downstream negative surges 
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2.4 The Dam Break 

 
Fig 12 Dam Break illustration 

 

The dam, or gate, holding water upstream at depth  and Zero velocity, is suddenly removed. 

From equation  

The equation to the surface profile is therefore  

 

If  and remains the constant with time. The velocity at 

 from the above equation 

i.e.  since  

3. Illustration 

A rectangular tailrace channel  of hydropower project, 15m wide having bed slope 0.0002 and 
manning roughness coefficient as 0.017 conveys a steady discharge of 45m3/s from the hydropower 
installation. A power increase results in a sudden increase in flow to the Turbines to 100m3/s. 
Determine the depth and celerity of the resulting surge wave in the tailrace channel.   

Solution: 

Using Manning equation to calculate the depth of the uniform flow under initial conditions at a 
discharge of 45m3/s; the initial flow depth is then; 2.42m. 

Using above equation i.e.  
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, then;  

Substituting this in above equation, 

 

 

By trial and error,     

 

 

4.  Conclusion & Recommendation 

The application of the surge waves in the design of canals, especially for the hydropower & irrigation 
projects these principals play a vital role for the optimum design of the canals. The design depth of the 
flow in the canals during the surges must be able to accommodate the required amount of discharges 
accumulated during the propagation of the surges in downstream or upstream of the canals. Therefore, 
it is recommended to keep the sufficient amount of free board in the canals to accommodate the 
additional height of the surges in addition to the normal depth of the canal flow. 
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Abstract 

A one-dimensional steady state bio-heat transfer model of temperature distribution in cylindrical living tissue is discussed 
using numerical approximation technique the Galerkin Finite element method. 

we observe the effects of the thermal conductivity of the thermal system.The results show that the derived solution is useful to 
easily and accurately study the thermal behavior of the biological system, and can be extended to such applications as 
parameter measurement, temperature field reconstruction and clinical treatment.  

Keywords: Pennes’ Bio-heat transfer equation, Galerkin Finite Element Method. 

__________________________________________________________________________________ 
 

1. Introduction 

The normal body core temperature is 370C. This body temperature is the result of equilibrium between 
heat production and heat loss. If the body temperature stretches so far from normal temperature, death 
will occur. The temperature nearly 270C and below and nearly 420C and above are critical, so the 
temperature of body should be maintained around 370C. The maintenance of body temperature is a 
dynamic system. If heat is greater than heat production then the body core temperature drops. Likewise 
if heat loss is less than heat production then the core temperature rises. So, the rise or drop in core 
temperature is equally dangerous, so body temperatures are kept constant[1,3,4,5]. 

In this paper, we study the effect of thermal parameters of dermal part in cylindrical living tissue. The 
linear function is considered. The outer surface of the body is exposed to the environment and the loss 
of heat from the skin surface is assumed due to convection and radiation. Here, we neglected the axial 
and angular direction and considered only the radial direction steady state model. The numerical 
result(Finite Galerkin Finite Element Method[8]) obtained is exhibited graphically by applying the 
suitable values of physical and physiological parameters. 

 

2. Model Formulation 

Mathematical model used for bio-heat transfer is based on Pennes’ equation[7]. The Pennes’ model is 
preferable for the study of heat transfer between blood and tissue which also associates the effect of 
metabolism and blood perfusion. The Pennes’ equation is written as;  

 b b b a m
Tc .(K T) w c (T T) q
t

 (1) 
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where, T (0C) denotes the temperature of tissue element at any time t at a distance of x measured 
perpendicularly into the tissue element from the skin surface, and , c, k  are the density(Kg/m3), the 

specific heat(J/Kg.0C) and the thermal conductivity of tissue(W/m.0C) respectively. wb  is  the blood  
perfusion  rate  per  unit  volume(Kg/s.m3), cb  is  the  specific heat  of  blood(Kg/m3),  qm  is  
the  metabolic  heat  generation  per unit  volume(W/m3), Ta  represents  the  temperature  of  
arterial blood(0C) and T is  the  tissue  temperature(0C). 

The equation (1)in the cylindrical coordinate system is  

 
a m2

T 1 T 1 T 1 Tc Kr K K M T T q
t r r r r r z zr

 (2) 

The one dimensional steady state bio heat equation of cylindrical living tissue reduces to  

 
a m

1 d dTKr M(T T) q 0
r dr dr

 (3) 

 

where boundary conditions are:  

 r=0, 

and  

  

where R is the radius of concerned tissue, hA is the coefficient of heat transfer, 

and T  is ambient temperature. 

3 . Galerkin Finite Element Method 

The Finite Element Method is a powerful numerical technique for solving the algebraic, differential, 
and integral equations.The finite element method provides an approximate solution. The domain of the 
physical problem is discretized into the finite elements. The elements are connected at points called 
nodes. The assemblage of elements is called finite element mesh. 

Several approaches can be used to transform the physical formulation of the problem to its finite 
element discrete analogue. Mostly, we have Galerkin weighted residue method and variational method. 
There may be other ways to apply the Galerkin method, and these would not necessarily be the same as 
a variational method. The variational method cannot always be applied because there may be no 
variational principle for the problem, but the Galerkin method is always applicable because it does not 
depend on the existence of a variational principle. 

In Galerkin approach we have the strong and weak formulation. Strong Form is the set of governing 
partial and ordinary differential equation with boundary condition’s are the strong form. The strong 
solution must satisfies the differential equation and boundary conditions exactly and must be as 
smooth(number of continuous derivatives) as required by the differential equation. If the system under 
analysis consists of varying geometry or material properties, then discontinuous functions will enter 
into the equations of motion and the issue of differentiability can become immediately apparent. To 
avoid such difficulties, we can change the strong form of the governing dynamics into a weak or 
weighted-integral formulation. Weak form is a variational statement of the problem in which we 
integrate against a test (weight) function.[8] 

dT 0
dr

A
Tr R, K h (T T )
r
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Using weak Formulation of Galerkin Finite Element Methods(FEM)[8] with ar 0  and br R  in the 

equation (3),  we get  

b

a

r

a m
r

1 d dTw kr M (T T) q dr 0
r dr dr

(4)  

putting a kr  and Integrating equation (10) we get 

b

a

r
a m

r

d dTw a Mwr(T T) q wr dr 0
dr dr

                               (5)                 

After simplified and using the trial function into equation(11) we get  

e e e eK T f Q (6)         

 where, 
b

a

r ee je e e e ei
ij i j i i a m

r

ddK a M r dr , f frdr , f MT q
dr dr

 

Let the linear function be e b
1

e

r r
h

 and e a
2

e

r r
h

. Using explicit form e ea a r, f f  

and ar r r . Thus we get  

e ee e e e e e
11 a a e 12 a a e

e e

e e e e ee e e e e e e
12 21 22 a a e 1 a e 2 a e

e

a h Mh a h Mh
K r 4r h , K r 2r h

h 2 12 h 2 12
a h Mh f h f h

K K , K r 4r 3h , f 3r h , f 3r 2h
h 2 12 6 6

 

Thus, a e a e a ee ee e e e e
a

a e a e a ee

4r h 2r h 3r h1 1a h Mh f h
K r and f

2r h 4r 3h 3r 2h1 1h 2 12 6
  (7)    

 

 Fig 1 Finite Element Discretisation Mesh. 
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From the equation(7) we find the element at ar 0,h,2h,...,nh and assembling the elements in the 

matrix form;  PX Q (8) where, 

1
11

2 1
1 22
3 23 1 2

n 1 n
2

Q
T 1a c 0 0

Q QT 6c 4b 3c 0
P ,X and Q NT 120 3c 8b 5c 0 Q Q

0 0
T v0 0 0 p

Q

 

and  
2 2 2 2

2
1

6K Mh 6K 2Mh 6K Mh fha , b , c , p 6K(2n 1) ((4n 1)Mh ), N , v (3n 1)
12 12 12 6

 

For the boundary condition of extreme points of each linear element 

1

2

3

n 1

T 1a c 0 0 0
T 6c 4b 3c 0 0

P , X and Q NT 120 3c 8b 5c 0 0
0 0

T v0 0 0

  

where, A n 1 Ap Rh T , Rh T . 

4. Numerical Results and Discussion 

This section discusses the effects of thermal conductivity in living tissue using the Galerkin Finite 
element solution equation.These numerical results of these effects based on the discussed solution 

techniques, we consider the following parameter values[9] with normal ambient temperature(T ) 250C 

and number of nodes 30.  

Table 1  Values of Parameters for Theoretical Analysis. 

 wb cb K hA qm Ta R 

Kg /s.m3 J/Kg.0 C W/ m.0 C W/ m2.0C W/m3 0C m 

 3 3850 0.48 10.023 1085 37 0.0285 

 

Effects of the Thermal Conductivity 

The various value of thermal conductivity of dermal part are taken as 0.24 W/m.0C, 0.48 W/m.0C and 
0.72 W/m.0C for the observation of the thermal conductivity effects in living tissue. Figure(1) represent 
the graph of thickness verses body temperature obtained by using  FEM solution. 



49
 

 

jacem, Vol. 1 , 2015 A One -Dimnesional Bio-Heat Transfer Equation Galerkin FEM in cylindrical Living Tissue 
 

 

Fig 2 Effects of the Thermal Conductivity. 

The observed results in Figure shows that the temperature distribution in living tissue is decreasing 
smoothly and then temperature falls sharply nearly the skin surface due to the conduction process at the 
outer surface of the living tissue. The value of temperature at any point of dermal part near core at high 
thermal conductivity is less than the temperature at low thermal conductivity. The results obtained from 
Figure exhibit approximately the same value of temperature distribution at a given thickness of dermal 
part measured from the body core.  

5. Conclusion 

In this study we use the different thermal parameters with their different values of thermal conductivity 
of the dermal part of living tissue. The effects of different thermal parameters are discussed by using 
Galerkins FEM solution method in the cylindrical bio-heat equation. The effects of  thermal 
conductivities have the significant and more remarkable effects in temperature variation in living tissue.  

The solution obtained can be used for the measurement of thermal parameters, reconstruction of the 
temperature field and thermal diagnosis and in the treatment that maximizes the therapeutic effect while 
minimizing unwanted side effect. It may also be useful to design medical devices to perform within a 
special range of temperature rate of heating and cooling. 

 

 

  



50
 

 

jacem, Vol. 1 , 2015 A One -Dimnesional Bio-Heat Transfer Equation Galerkin FEM in cylindrical Living Tissue 
 

References 

1.  S. Acharya and D. B. Gurung, “Five Layered Temperature Distribution in Human Dermal 
Part”, Nepali Mathematical Sciences Report 31, (2011) , no. 1 2, pp. 15 28.  

2.  T. E. Cooper and G. J. Trezek, “A Probe Technique for Determining the Thermal Conductivity 
of Tissue”, J. Heat transfer, ASME, 94(1972)133.  

3.  D. B. Gurung, “Mathematical Study of Abnormal Thermoregulation in Human Dermal Parts”, 
Ph. D. Thesis, (2007).  

4.  D. B. Gurung ,V. P. Saxena, and P. R. Adhikari , “Finite Element Approach to One 
Dimensional Unsteady State Temperature Distribution in the Dermal Parts with Quadratic 
Shape Function”, J. Appl. Math & Information, (2009), 27, pp. 301 313. 

5.   C. Guyton and E. Hall , “Text Book of Medical Physiology”, Elsevier, India, (2009).  

6.  M. N. Ozisik, “Heat conduction”, John Wiley & Sons Inc., Second Edition (1993), pp. 
436 495.  

7.  H. H. Pennes , “Analysis of Tissue and Arterial Blood Temperature in Resting Human 
Forearm”, A Journal of Applied Physiology, (1948), 1(2), pp. 657 678.  

8.  J. N. Reddy, “An Introduction to Finite Element Method”, McGraw Hill Publishing Company 
Limited, Third Edition , (2006), pp. 1 180. 

9.  K. Y. X. Zhang and F. Yu, “An Analytic Solution of One-Dimensional Steady-State Pennes 
Bioheats Transfer Equation in Cylindrical Coordinates”, Journal of thermal Science, (2004), 
13(3), pp. 255 258.  



51
1

Journal of Advanced College of Engineering and Management, Vol.1, 2015

FUZZY CLUSTERING BASED BLIND ADAPTIVE OFDM SYSTEM

Krishna Sundar Twayana1, Shashidhar Ram Joshi 2

1Department of Electronics and Computer Engineering, Advanced College of Engineering &
Management, Kopundole, Nepal

Email Address: krishna.twayana@acem.edu.np

2Department of Electronics and Computer Engineering Institute of Engineering, Pulchowk Campus
Email Address: sashi@healthnet.org.np

Abstract

This paper present blind adaptive modulation for OFDM system. Automatic recognition of the mod-
ulation level of detected signal and blind estimation of SNR is a major task of an intelligent receiver
presented here. In this paper, modulation classification is performed by fuzzy c-means clustering followed
by new approach of modulation classification, fuzzy template matching considering the constellation of
the received signal. In addition, SNR estimation and modulation order for the next transmission is carry
out by Fuzzy Logic Interface based upon heuristics. The simulation that has been conducted shows
high capability of recognition of modulation level, almost perfect estimation of SNR and adaptive with
considerable BER in an Additive White Gaussian Noise channel. The performance of proposed system
is simulated in computer simulation tool, MATLAB 7.0.

Keywords: Adaptive modulation, SNR estimation, Fuzzy c-means clustering, Fuzzy template
matching.

1 Introduction

Adaptive transmission is real-time balancing of the link budget through adaptive variation of
the transmitted power level, symbol transmission rate, constellation size, coding scheme, or
combination of these parameters without sacrificing the BER. These schemes provide a higher
average link spectral efficiency, which require channel estimation at the receiver.

In modern wireless digital communication, the precise knowledge of SNR is important. Many
algorithms require the knowledge of SNR for their optimal performance. In data-aided (DA)
SNR estimation also known as pilot symbol assisted modulation (PSAM), SNR of the signal
through rapid fading environment is detected by periodically inserting known symbols [1], from
which the receiver derives its amplitude and phase reference. However, the training sequence
limits system throughput rate. Where as in non-data aided (NDA) SNR estimation system [2, 3],
instantaneous SNR is compute from the received signal and the receiver feedback appropriate
transmission parameter to adapt into future channel conditions.

Clustering algorithms have been studied for a long time, and are used nowadays for a large
number of applications. They are successfully in use in systems for information access, data
mining or computer vision. Different algorithms have been developed using different approaches
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and considering different underlying assumptions on the data and on the final set of clusters.
Fuzzy clustering [4, 5] is one of the well known robust and efficient approach to reduce com-
putation cost to obtain the better results. Fuzzy clustering can obtain not only the belonging
status of objects but also how much the objects belong to the clusters.The boundaries between
clusters could not be defined precisely, some of the data could belong to more than one cluster
with different positive degrees of memberships. This clustering method considers each cluster
as a fuzzy set and the membership function measures the degree of belonging of each feature
in a cluster. So, each feature may be assigned to multiple clusters with some degree of be-
longing. The aim of modulation classification (MC) [4, 5, 6, 7] is to identify the modulation
type of a communication signal. This is a challenging problem, especially in non-cooperative
environments, where no prior knowledge on the incoming signal is available.

2 Methodology

2.1 Complete System

The proposed system as shown in Fig 1, is based on a statistical ratio of observables over a
block of data. Average deviation, which has direct impact on bit error rate, determine the
appropriate modulation order for the next transmission frame. Rules are defined in such a
way that modulation order switch to new one based on bit error rate for particular modulation
order at given SNR. The receiver feedback appropriate modulation level to the transmitter for
subsequent data transmission through the channel.

The proposed technique has been designed so that it would be capable of recognizing the types:
4-QAM, 8-QAM, 16-QAM, 32-QAM, 64-QAM, 128-QAM and 256-QAM. In order to reduce
complexity, all the received symbols have been mapped and 64 cluster center have been randomly
initialized in the first quadrant. Fuzzy c-means clustering compute the centroids of a cluster as
being the mean of all points weighted by their degree of belonging to the cluster iteratively until
program reach some termination condition. Upon completion of the fuzzy algorithm centroids
are obtained and then fuzzy template matching process is done for modulation classification.
The automatic recognition of the modulation format of a detected signal is the intermediate
step between signal detection and demodulation, which is a major task of an intelligent receiver.

2.2 Fuzzy Logic SNR and Modulation Estimation

The non data aided fuzzy logic SNR estimator and modulation order controller for QAM signals
is derived base on a statistical ratio of observables over a block of data. The average deviation
of real and imaginary components from its likelihood values and present modulation order
obtained after modulation classification, Fuzzy Inference System (FIS) estimates the SNR value
and best modulation order for next transmission frame to maintain BER below 10−3 from rules
and membership functions defined for average deviation and present modulation order.

2.3 Fuzzy C-Means Clustering

Fuzzy c-means (FCM) is a method of clustering which allows one piece of data to belong to
two or more clusters. This method is frequently used in pattern recognition. It is based on
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Fig 1: Complete Diagram of Proposed System

Fig 2: Fuzzy Logic SNR Estimation and Modulation Control
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Fig 1: Complete Diagram of Proposed System

Fig 2: Fuzzy Logic SNR Estimation and Modulation Control
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minimization of the following objective function:

 =
N∑

k=1

C∑

i=1

µm
ik‖xk − ci

2‖, 1 6 m <∞ (1)

where m is any real number greater than 1, µik is the degree of membership of xk in the cluster
ci, xk is the ith of D-dimensional measured data, ci is the D-dimension center of the cluster, and
‖ ∗ ‖ is any norm expressing the similarity between any measured data and the center. Fuzzy
partitioning is carried out through an iterative optimization of the equation 1, with the update
of membership µik and the cluster centers ci as steps shown below:

i. Initialize U = [µik] matrix, U (0)

ii. At j step: calculate the centers vectors C(j) = [ci] with U (j)

ci =

∑N
k=1 µ

m
ik ∗ xk∑N

k=1 µ
m
ik

(2)

iii. Update U (j) , U (j+1):

µik =
1

∑c
j=1

(
‖xk−ci‖
‖xk−cj‖

) 2
m−1

(3)

iv. Calculate (j) from equation 1

v. If ‖(j) − (j−1)‖ < ε then STOP; otherwise return to step ii.

2.4 Fuzzy Template Matching

The main idea in this method is assessment of resulted cluster centers from fuzzy c-means
clustering based on relative similarity that exist between different kind of standard QAM mod-
ulations with predefined levels. In the beginning for every kind of QAM modulation family, the
ideal centriods in first quadrant have been defined. It must be mentioned that, since the value
of the objective function decrease naturally as the number of clusters increases, which in turn
causes an error in recognition of the actual number of cluster, the value of the objective func-
tion is multiplied by a weight proportional to the number of clusters to prevent producing error.
After multiplication of the weights, the number of clusters corresponding to the cost function
with minimum value is chosen as the final number of cluster. After the final clusters on the first
quadrant are obtained, these clusters are extended to the whole constellation diagram.

Fuzzy Template Matching algorithm for modulation classification:

i. Initialize ideal cluster centers for M-QAM Cj , 1 6 j 6 M
4

ii. Calculate the Euclidean distance of the clusters pair-wise between Cj and cluster centers
from fuzzy c-means clustering ci , 1 6 i 6 64

dij = ‖ci − Cj‖ (4)
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iii. Compute membership values

µji =
1

∑C
k=1

(
‖ci−Cj‖
‖ci−Ck‖

) 2
m−1

(5)

iv. Evaluate cost function:

cost fun = min(d(i, :)) ∗max(µ(:, i)) ∗ M

4
(6)

v. Repeat steps i to iv for all considered modulation order

vi. Select the modulation order corresponding to the minimum cost function

3 Result and Discussion

3.1 Overall Simulation Result

In order to evaluate the performance of the proposed system, simulation has been performed for
various SNR values and different levels of QAM modulations on randomly generated binary data
stream. Channel model apply for this system is assumed quasi-stationary AWGN channel, and
it is assumed that there is no time and/or frequency synchronization error also. Fuzzy c-means
clustering algorithm has been used for constellation recovery and modulation classification is
performed to achieve the actual number of cluster centers. SNR estimation and change of
modulation order are carried out by FIS. Simulation result in command window is shown in
Fig 3.

Fig 3: Overall Simulation Result

jacem, Vol.1, 2015 Fuzzy Clustering Based Blind Adaptive OFDM System



56
6

3.2 SNR Estimation

Non data aided SNR estimation implemented in this paper is based on average deviation of
in-phase and quadrature component of received signal at given modulation level. Using fuzzy
logic in decision making is a good choice because ordinary (non fuzzy) system is controlled by
plain if and else statements, for example if estimated SNR = 10dB for average deviation in (26,
24) range is declared in the algorithm and if we get average deviation 26.1, using plain rule
based system will yields an error whereas using fuzzy logic system will yield output SNR near
to 10dB. So the estimated SNR by fuzzy logic is more likely to the actual SNR value in contrast
to that by non fuzzy system as shown in Fig 4.

Fig 4: Comparison of Estimated SNR and Actual SNR

3.3 Modulation Classification

After the centroids are obtained from fuzzy c-means clustering, modulation type is recognized
by evaluating the amount of matching with the standard templates of QAM modulation. Sim-
ulation result shows the proposed method have good recognition performance even in low SNR
condition. The performance of the FCM algorithm depends on the selection of the initial clus-
ter center and/or the initial membership value and fuzzifier m determines the level of cluster
fuzziness. In this paper the initial number of clusters has been set to 64 in the first quadrant
randomly and fuzzifier m is set to 2 for clustering. Fig 5 below shows simulation results of
recognition of 16-QAM modulation levels with 5dB SNR value by taking 500 samples where
captions are:

a. Centroids in the first quadrant obtained from fuzzy clustering

b. Values of the objective functions for possible clusters in first quadrant

c. Centroids of the clusters in whole constellation diagram

d. Extended clusters and their centroids in whole constellation diagram

The accuracy of recognition versus SNR ratio for different modulation types of QAM family is
shown in Fig 6. This method can recognize all the 4-QAM modulations with 100% accuracy
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(a) (b)

(c) (d)

Fig 5: Recognition of 16-QAM with SNR=5dB

and its recognition truth does not depend on the signal to the noise, and it can also identify
this modulation type with SNR=0dB. Similarly, this method can identify all the 16-QAM
modulation with SNR=7dB with 100% accuracy. Nevertheless, accuracy of recognition of 64-
QAM and 128-QAM for the SNR 10dB and higher than that is 100% and for a level lower than
it is less. Accuracy of recognition of 256 QAM is better than other modulation levels except of
4 QAM.

4 Conclusion

The results of computer simulation shows that almost perfect SNR estimation and modulation
recognition even in low SNR condition and system is adaptive with noise condition. In the new
fuzzy template matching algorithm, there is no restriction on order of assessment to be started
from highest level of 256 QAM and end at lowest level 4 QAM as in normal template matching.
This approach could be extended and modified to recognize other types of digital modulations
in different fading channels.
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Fig 6: Accuracy of QAM Modulation Recognition Versus SNR
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1.  Introduction  

Functional Analysis is an abstract branch of Mathematics, that deals with the study of linear spaces 
endowed with some kinds of limit-related structures like topology, norm, inner product etc. and the 
operators or functions acting upon these spaces.By a function space we mean a linear space of 
functions defined on a certain set with respect to pointwise addition and scalar multiplication. 

The study of sequence spaces is in fact a special case of the more general study of function spaces if 
the  domain   is restricted to the set of natural numbers N.The set   of all functions   from the natural 
numbers N to the field K of real  R or complex numbers C, can be turned into a vector space. In other 
words,let   be the set of all (real-or) complex valued sequences  {xn}n  N. i.e., xn  C under the 
operations of point wise addition and scalar  multiplication given by  

{xn}n N + {yn}n N = {xn  + yn}n N   

                                                           and {xn} n N  = { xn}n N , 

for every xn, yn  C and scalar form a vector space over C. Any subspace X of  is then called a 
sequence space. In other words, a sequence space is a vector space whose elements are infinite 
scalar sequences of real or complex numbers and is closed under the coordinatewise addition and 
scalar multiplication. If it is closed under coordinate wise multiplication as well, it is called a 
sequence algebra.  Sequence spaces when equipped with a linear topology form topological vector 
spaces. 

Several workers like Kamthan and Gupta (1980), Maddox  (1980), Ruckle  (1981), Malkowski and 
Rakocevic  (2004) etc. have made their significant contributions in developing the theory of vector 
and scalar valued sequence spaces in various directions, when sequences are taken from a Banach 
space or from a locally convex space. Literatures concerning the theory of sequence space can be 
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found in  any standard text books  and monographs of  Functional Analysis, for instance we refer a 
few; Lindenstrauss and Tzafriri  (1977), Wilansky( 1978),  Kamthan and Gupta (1980), Rao and Ren 
(1991) etc. 

 

2. Topological Structures of Some Basic Sequence Spaces 

We shall study the topological structures  of  sequence spaces when topologized through a norm or 
through a paranorm  generalize and unify various  existing sequence spaces.The concept of paranorm 
is closely related to linear metric spaces. It is a generalization of that of absolute value of real numbers 
or modulus of a complex number.  

A paranormed space (X, G) is a linear space X together with a function G : X  R+  (called  a 
paranorm on X) which satisfies the following axioms: 

        PN1:  G ( ) = 0; 

        PN2: G (x) = G (–x)  for all x  X; 

        PN3: G (x + y )   G (x) + G (y )  for all x, y  X; and 

        PN4:  if ( n) be a sequence of scalars with n   as n   and (xn) be a sequence in X with                        
G (xn – x)  0 as n  then G ( n xn –  x)  0 as n (continuity of scalar                          
multiplication). 

A paranormed space (X, G) is said to be complete if (X, d ) is complete with  metric   

d(x, y) = G (x - y). 

Every paranormed space becomes a linear pseudometric space with d (x, y) = G(x – y) which is 
translation invariant. Thus each paranormed space is a topological linear space. Moreover a 
pseudometric linear space must be a paranormed space, i.e., a paranorm can be defined on the space 
which induces an equivalent pseudometric.  

The studies on paranormed sequence spaces were initiated by Nakano and Simons at the initial stage. 
Later on it was further studied by Maddox [1969] and many others. Bhardwaj and Bala   [2007], Khan   
[2008], and many others studied paranormed sequence spaces using Orlicz function. 

We shall discuss the topological structures of some of the important classes of the basic sequence 
spaces when topologized through a norm or through a paranorm, which in fact, generalize and unify 
various existing sequence spaces. Among them, sequence spaces c0(p), c(p), ( p) appear in the work 
of Lascarides and Maddox (1971) and others while c0(X), c(X),  (X), p(X) are used by Leonard 

(1976),Maddox (1980) and others. Let x = (xk) = (xk)k = 1  be the sequences and  denote the class of 

all sequences x = (xk), k , over the field C of complex numbers. Let p = (pk) be any sequence of 
strictly positive real numbers (bounded in general) and  = ( k) be any sequence of non zero complex 
numbers. Here we deal with the topological structures of the following sequence spaces. 

A. The spaces c(p), c0(p), c and c0.   

With {pk} as above, define    

                            c0(p)  = {x = {xk}: |xk| pk  0 as k  };and 
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c(p) = {x = {xk}: |xk – l | pk  0 as k   for some l  C}. 

c(p) and c0 (p) form metric spaces with the metric  

d(x, y) = 
sup
k  | xk – yk| 

pk/M, where M = max {1, sup pk}. 

 Note that the set c(p) and c0(p) are complete with its metric topology. But it is not normed space. In  

fact, the set c(p) forms a  paranormed space with paranorm   

|| x || = 
sup
k

 |xk|
 pk/M  if and only if inf pk > 0. 

   The set c0 (p) is a linear metric space paranormed by  

|| x || = 
sup
k  |xk| 

pk/M , where M = max  {1, sup pk}. 

If pk = p for all k, then we write c and c0 for c(p) and c0 (p) respectively. c and c0 are respectively the 
sets of all convergent sequences and null sequences. Note that c and c0 are metric spaces as well as 
Banach spaces with the metric and norm respectively given by 

d(x, y) = 
sup
k  |xk – yk|  and   || x || = 

sup
k  | xk |. 

B.   The spaces l  (p) and l .  

Let {pk} be as in the above. We define  

l  (p) = {x = {xk}: sup
k  |xk| pk < }. 

Note that l (p) is complete metric space with its metric topology with the metric 

d (x, y) = 
sup
k |xk – yk| 

pk/M , where M = max {1, sup pk}. 

But it is  not normed space. In fact, the set     l  (p) is paranormed space with paranorm  

|| x || = sup | xk| 
pk/M  if and only if inf pk > 0. 

If pk = p  for all k, then we write l  for l  (p). l  is the set of all bounded sequences    x = {xk} of real 
(or complex) numbers  and forms  a metric space  and Banach space  with the natural metric and norm 
respectively given by 

d(x,y) =
sup
k |xk–yk| and  || x || = 

sup
k  |xk| . 

C.  The spaces  (p) and p.  

Since {pk} be a bounded sequence of strictly positive real numbers, so that 0 < pk  sup pk  < . We 
define  

l (p) = {x = {xk}:  
k = 1

.  |xk| pk   < }. 

 Then, l (p) becomes a metric space with metric  
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d (x, y) =     
k = 1

. | xk – yk |
 pk   

1/M

, where M = max {1, Sup pk}. 

The space l (p) is complete metric space in its metric topology but it is not a normed space. 

If fact, the set l(p) is paranormed by  

|| x || =     
k = 1

. | xk |
 pk 

1/M

 . 

In particular, if pk = p for all k, then we write lp for l (p), which consists of the p –power  summable  

sequences with p-norm. 

Observe that if 1  p < , lp forms a metric space and  Banach space with the metric and norm 
respectively given by 

d(x, y) =   
k = 1

. | xk - yk  |
 p  

1/p

 and  || x || =   
k = 1

. | xk |
 p  

1/p

. 

Similarly for 0 < p < 1, lp forms a metric space and  complete  p-normed space with the metric and  p-
norm respectively given by 

d (x, y) =  
k = 1

.   |xk – yk |p and || x || =   
k = 1

.   |xk| p . 

D.   Orlicz Sequence Space   

The study of Orlicz sequence spaces was initiated to study Banach space theory.  An Orlicz function   
is a function   : [ 0, )  [ 0, )  which is continuous, non decreasing and convex with    

   (0) = 0,   (u) > 0 for u > 0,  and    (u)  as  u   

Lindenstrauss and Tzafriri (1977) used  Orlicz function to construct the  sequence space  

  = x = (xk )   : 
k = 1

 .   
| xk   |  <  for some  > 0  

of scalars ,which forms  a Banach space with   Luxemburg norm defined by  

|  x||  = inf  > 0:   
k = 1

 .   
| xk |     1  . 

The space  is called an Orlicz sequence space and is closely related to the space p  with   

 (x)  = xp,(1   p < ). They have very rich topological and geometrical  properties that do not 
occur in ordinary p spaces. 

Bhardwaj and Bala (2007),  Khan (2008),   Kolk (2011) ,Pahari and Srivastava (2011),(2012), 
and  many others, have been introduced  and studied various sequence spaces  using Orlicz function 
as a generalization of  well known  sequence spaces . 
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E. Other Sequence Spaces 

 We shall denote e and  e(n) (n =  1,2, …) for the sequences such that ek = 1 for k = 1,2, … and  

e k
 (n)  = 

1‚
0‚   

( for k = n)
(for k  n).  

Let m be any nonnegative integer, we denote the m-section of a sequence x = {xk} by x[m] , i.e. 

x[m] = 
k = 1

. xk e(k). 

Further CS, l1 and BS denote for the sets of all convergent, absolutely convergent and bounded series 
as described below: 

The space of bounded series BS is the space of sequences X for which   
sup
n  

n

k = 1
 xk <  

The space BS, when equipped with the norm 

|| x ||BS = 
sup
n  

n

k = 1
 xk , 

forms a Banach space isometrically isomorphic to l , via the linear mapping  

(xn)n N   
n

k = 1
  xk 

n N
 . 

A sequence space X with a linear topology is called a K-space provided each of the maps     pk : X  
C defined by pk (x) = xk , x  X is continuous for all k = 1, 2, … 

A K-space X is called an FK - space provided X is a complete linear metric space. A normed FK 
space is called a BK-space.  

Further , l1 is a BK space with respect to the norm  

|| x ||1 = 
k = 1

.  | xk |, 

c0, c and l  are BK spaces with respect to the norm 

|| x ||  = 
sup
k  | xk |, 

and cs is a BK space with respect to the norm 

|| x ||CS = 
sup
n  | 

k = 1

n
.xk |,see, Malkowski (1999). 
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A FK space X  is said to have AK- space if every sequence x = {xk}k = 1 in X has a unique 

representation of the form x = 
k = 1

.  xk e(k) , i.e. x[m]  x (as m  ).For examples, the spaces  l1, c0 

and CS form  AK spaces. 

 A sequence  (x(k))k = 1 in a linear metric space X is called a Schauder basis  ( see, Malkowski ,1999), 

if  for every  x  X there exists a uniquely determined sequence { k}k = 1 of scalars such that    

x = 
k = 1

. k x(k). 

A complex sequence {xk} is called an analytic sequence if the sequence {|xk|1/k} is bounded   and an 
entire sequence  if |xk|1/k 0 as k  . The set of all analytic  and entire sequences are  respectively 
denoted by  and , see Rao (1999). 

 

3. Conclusion  

In this paper, we have characterized the topological structures of some of the basic scalar and vector 
valued sequence spaces. In fact, these structures can also be used to explore further properties of the 
generalized sequence spaces by topologizing through a norm or a paranorm. 
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Abstract

Materialized View selection and maintenance is a critical problem in many applications. In large
databases particularly in distributed database, query response time plays an important role as timely
access to information and it is the basic requirement of successful business application. The materi-
alization of all views is not possible because of the space constraint and maintenance cost constraint.
Materialized views selection is one of the crucial decisions in designing a data warehouse for optimal
efficiency. Selecting a suitable set of views that minimizes the total cost associated with the materialized
views is the key component in distributed database environment. Several solutions have been proposed
in the literature to solve this problem. However, most studies do not encompass search time, storage
constrains and maintenance cost. In this research work two algorithms are depicted; first for material-
ized view selection and maintenance in distributed environment where database is distributed, Second
algorithm is for node selection in distributed environment.

Keywords: Materialized View Selection and Maintenance, Query Optimization, Distributed
Database, Optimization, Random Walk Approach, Gossip Protocol, Node Selection Approach.

1 Introduction

Materialized view (MV), proven to be an excellent technique in decision support applications,
would continue to be useful in this scenario to preserve the integrated data to ensure better
access, performance and high availability. MV must be maintained when the sources change.
This has been extensively studied in the past few years, however, it is not sufficiently explored
in distributed environment. Materialized view can significantly improve the query performance
of relational databases. MVs are a well known technique to reduce the response time of complex
queries in database management systems (DBMS). MVs can improve the query performance
by avoiding re-computation of expensive query operations. In a distributed DBMS, MVs can
materialize query results near to the query issuer and reduce network transmissions. On the
other hand, MVs have to be recomputed when the underlying relations are updated, and various
resource constraints have to be considered. Thus, it is far from trivial to find the optimal set
of MVs in complex, distributed environment [1, 2].

The motivation for using materialized views is to improve performance but the overhead associ-
ated with materialized view management can become a significant system management problem.
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The common materialized view management activities include; identifying which materialized
view to create; indexing the materialized view; ensuring that all materialized views and mate-
rialized view indexes are refreshed properly each time the database is updated; checking which
materialized views have been used; determining how effective each materialized view has been
on workload performance; measuring the space being used by materialized views; determining
which existing materialized views should be dropped; archiving old detail and materialized view
data that is no longer useful. The distributed model is quickly becoming the preferred medium
for file sharing and distributing data over the internet. A distributed network consists of nu-
merous peer nodes that share data and resources with other peers on an equal basis. Unlike
traditional client-server models, no central coordination exists in a distributed system; thus,
there is no central point of failure [3, 4].

The selection of views to materialize is the important issue in distributed environment. In this
thesis work, outlined a methodology whether the views created for the execution of queries is
beneficial or not by considering the various parameters: cost of query, cost of maintenance, net
benefit and storage space. Here, proposed methodology for selecting views to materialized so as
to achieve the best combination good query performance. These algorithms are found efficient
as compared to other strategies.

2 Methodology

2.1 Complete System

The optimization model of this research involves the process of selection and update of mate-
rialized view with tree based approach and determining the best node for executing the query
using node selection strategy.

Fig 1: Complete Diagram of Proposed System

In the proposed system as shown in Fig: 1 queries are taken as input. Since our system is for
distributed environment, best node is then determined where query is to execute. Then Query
is executed using node selection strategy. Then the creation and maintenance of materialized
view is done by using tree based approach. Then the Processing Time (Cost) is computed. This
computed cost will be used for the evaluation of our system.
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2.2 MV Selection and Maintenance, RWA

2.2.1 Materialized View Selection

The Materialized view selection is to select an appropriate set of views that minimizes total query
response time and the cost of maintaining the selected views, given a limited amount of resource,
e.g., materialization time, storage space, etc. There are mainly two classes of materialized view
selection. First is materialized view selection under a disk space constraints and the second is
materialized view selection under a maintenance time constraints. The problem of utilizing the
limited resources disk space or maintenance time to minimize the total query processing cost
comes under the materialized view selection with resource constraints [5].

2.2.2 Materialized View Maintenance

Materialized views are stored in data warehouse to enable users to quickly get search results for
analysis. When the remote basic data source changes, the materialized views in data warehouse
are also updated in order to maintain the consistency, this causes the need for handling the
problem of materialized view maintenance [6].

Data sources in a distributed environment are typically owned by different information providers
and function independently from one another. The relationship between materialized views and
such autonomous data sources hence must be loosely coupled. That is, the source updates are
committed without any concern of how and when the view manager will incorporate them into
the view. This causes problems which we called maintenance anomalies: View maintenance,
view synchronization, and view adaptation[7]. View maintenance maintains the materialized
view extent under source data updates. In contrast, view synchronization aims at rewriting
the view definition when the source schema has been changed. Thereafter, view adaptation
incrementally adapts the view extent again to match the newly changed view definition.

2.2.3 Random Walk Approach

Random walk approach is a mathematical formalization of a path that consists of a succession of
random steps. It is the stochastic (non-deterministic) process formed by successive summation
of independent, identically distributed random variables. In this thesis work, basic of random
walk approach is used for determining the best node in which the materialized view is created
or updated. [8]

2.3 Algorithm

2.3.1 Node Selection Algorithm

This algorithm decides the nodes in the distributed environment for which materialized view
should be created, updated or to be maintained.

The random walk algorithm is used as base for designing the node selection algorithm and
gossip protocol is used to find the best set of the nodes. Where, M = Total number of nodes
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Fig 2: flow chart of node selection algorithm

in network A = Number of Active nodes Init = node where query is initiated P = number of
nodes to visit Temp = Node where query is initiated Q= Query with selection condition j =
jump size for randomly selecting nodes t = max tuples to be processed per node

The Random Walk Algorithm will be used for node selection. Initially it will check the available
nodes. If there is only one node then the query will be executed on the same node otherwise
the random nodes will be identified from the available active nodes on which the query will get
executed [9]. This algorithm will decide the nodes in the distributed environment for which
materialized view should be created, updated or to be maintained. RWA will be used as base
for designing the node selection algorithm and gossip protocol will be used to find the best set
of the nodes.

2.3.2 Materialized view creation and maintenance Algorithm

The tree based approach will be used for creating and maintaining materialized views. Flow
chart of the materialized view creation and maintenance is given in fig.2 where T = Total records
in database TR = threshold for number of records. V= Set of Materialized Views

The middle record will be selected as root element of tree. The records will be then splitted
till the threshold doesn’t reach so that the leaf of tree should contain the number of records
that will be present in materialized view. Then the materialized view will be created for each
leaf node indirectly each leaf represent materialized that has to be created and maintain. The
materialized view will be selected as per the query the records for which the query is intended
the materialized view for those records will be selected for the processing. This will minimize
the total execution cost.
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Fig 3: flow chart of materialized view creation and maintenance algorithm

3 Result and Discussion

3.1 Comparision of QPC, MC and SC for four strategies

The simulation model is designed to implement our Optimized Materialized view management
in distributed environment using random walk approach. For our experiments, java prototype
of the algorithms described in section 3 is programmed. The simulated distributed database
environment including computing nodes, database tables and cost-based query optimizer is
implemented for Optimized Materialized view management in distributed environment using
random walk approach. The cost model for the optimizer will be described in the next section.
The total cost is calculated on the basis of query processing, maintenance and storage cost for
four strategies.Result is shown in Fig 4.

Fig 4: Comparision of QPC, MC and SC for four strategies

Here we found that the total cost computed from the query processing cost, maintenance cost
and storage cost in four different stratigies shows that though the maintenance cost is not
applied for general query and view based, the total cost is very high because it searches for the
base table for the result. The total cost for RWA is higher than the general MV but lower than
general and view based stratigies. The total cost for materialized view is lowest among all.
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Here we found that the total cost computed from the query processing cost, maintenance cost
and storage cost in four different stratigies shows that though the maintenance cost is not
applied for general query and view based, the total cost is very high because it searches for the
base table for the result. The total cost for RWA is higher than the general MV but lower than
general and view based stratigies. The total cost for materialized view is lowest among all.
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3.2 Total Cost Comparision

In Fig 5, the total cost comparision of all the four strategies along with proposed random walk
approach materialized view is given.

Fig 5: total cost comparision of all four strategies

3.3 Response time comparision

In Fig 6, the response time taken by all the four strategies along with proposed random walk
approach materialized view is given. The response time is given in terms of milliseconds. Here
the comparision is implemented using the proposed methodology with general, view based and
matrialized view based strategy on the basis of response time and it is observed that proposed
method requires a minimum time for execution and response and this minimizes the total cost
of query for processing. Although the maintenance cost and maintenance cost for our proposed
method is high, the response time taken by proposed method is best.

Fig 6: Response time comparision of all four strategies

4 Conclusion

This research given a optimal way to manage materialized view in distributed environment
using random walk approach. Thus it is concluded that this approach provide simple and cost-
effective guidelines to the engineers, scientists, and researchers in the field of materialized view
in distributed environment.

The same concept can be deployed in the future by extending the domain size and environment
to the cloud computing
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Abstract  

Accurate information of locations from visual aspect is vital for efficient resource planning and managing the workspace 
conflicts in the earthwork operations, which are missing in the existing linear schedules. Hence, the construction managers 
have to depend on the subjective decisions and intangible imaginingfor resources allocation, workspace conflicts and 
location-based progress monitoring in the earthwork projects. This has caused uncertainties in planning and scheduling of 
earthworks, and consequently delays and cost overruns of the projects. To overcome these issues, a framework of computer 
based prototype model was developed using the theory of location-based planning. This paper focuses on the case study 
experiments to demonstrate the functions of the model, which includes automatic generation of location-based earthwork 
schedules and visualisation of cut-fill locations on a weekly basis. The experiment results confirmed the model’s capability 
in identifying precise weekly locations of cut-fill and also visualising the time-space conflicts at the earthwork projects. 
Hence, the paper concludes that the model is a useful decision supporting tool to improve site productivity and reduce 
production cost of earthworks in the construction projects like roads and railways.  

Keywords: Earthworks, cut-fill sections, location-based scheduling information, productivity, visualisation 

____________________________________________________________________________________________________ 

 

1. Introduction 

In comparison with other production industries, the construction industry has distinctive features in 
terms of one-off projects, site production, and temporary organisation [1]. The planning and 
scheduling process of a construction project is a challenging task and the decisions taken in this stage 
have the foremost impact on the successful execution of a project from its early conceptual stage to 
the project completion and operational stage [2]. Planning and scheduling involve careful allocation 
of resources, particularly along linear construction projects when and where necessary throughout the 
construction operations. Failure to decide on the optimum work activities with the required resources 
from location aspects have an adverse impact on the project cost, time, quality, space conflicts, and 
safety of site works in the construction projects [3]. 

Arditiet al. [4] suggested that earthworks projects require a separate planning task for each project due 
to the distinctive characteristics of earthworks. The effective application of planning and scheduling 
techniques: such as CPM and PERT are limited because the activities associated with linear 
construction projects like roads, railways and pipelines are fundamentally different from the general 
building and housing projects. Most of the activities in road projects are linear activities and needs 
linear scheduling method. A linear scheduling method has the potential to provide significant 
enhancement in terms of visual representation from the location aspects, and to progress monitoring 
because the method allows the project schedulers and construction managers to plan road construction 
projects visually and determine the controlling activity path and locations [5]. Hence, anew 
methodology with a computer-based model is introduced in this paper to overcome the above issues.  
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This paper presents a computer-based prototype model that generates automatically location-based 
earthwork schedules, and provides a platform for visualising the scheduling information of earthworks 
from the location viewpoints, particularly in linear construction projects like road and railways. The 
research devises a decision-support tool that aids to the construction and planning managers, mainly 
in resource scheduling and progress monitoring more effectively, and assists them in communicating 
the scheduling information from the location aspects throughout earthwork operations. In this paper, 
the location-based scheduling is dubbed as “time-location plan”. The remainder of the paper outlines 
literature review, design a conceptual framework, and details of the prototype model development that 
includes inputs, processes and outputs. The key outputs of the model are automatic generation of 
location-based schedules (time-location plan and time-space congestion plan) with optimised 
quantities of earthworks, particularly in the linear construction projects. Finally, case study 
experiments from a road construction project were used to demonstrate the purposes of the model. 

2. Literature review  

Generally, at the early stages of construction project, earthworks take place and they have unique 
characteristics, particularly in linear construction projects like roads, railways and pipelines. They 
constitute a major component in construction and absorb high costs, and there is a need to deal with 
haul distances for balancing cutting and filling quantities of earthworks in a cost effective approach 
[6]. For example, a study of 145 road projects found that earthworks constituent was represented 
around 19.58%of the monetary value of the project [7]. The earthworks activities also have direct 
effects in the sequencing of the rest of road activities since earthwork contributes higher percentage in 
a project monitoring value. Hence, decisions taken during the planning stage of the earthwork 
operations have high impact on the overall performance of the project [3].  

Mattila and Abraham [8] stated that the subjective division of the repetitive activities from location to 
location, the inability to schedule the continuity of resources and display the  activity rates of 
progress,  and failure to  provide any information of the performed works on a project are the key 
limitations of the Critical Path Method (CPM) . Mawdesleyet al.[3] pointed out that CPM networks 
are more suitable for large complex projects, however, line of balance and linear scheduling methods 
are more practical for the repetitive and linear construction projects. A linear schedule is used to 
reduce the interruption of continuous or repetitive activities, to maintain resource continuity, and to 
determine locations of the activities on any given day from the schedule.  

Arditiet al.[9] (2001) suggested that the line of balance technique is an example of linear scheduling 
method, which is based on the hypothesis that the productivity for an activity is uniform or linear. In 
other words, the productivity (production rate) of an activity is linear when time is plotted on the 
vertical axis, and location of an activity on the horizontal axis (or vice versa). The production rate of 
an activity is the slope of the production line, and is expressed in terms of units/linear meter per time. 
Scheduling methods such as line of balance, repetitive scheduling method, time-location matrix 
model, time-space scheduling method, linear scheduling methods, time-distance diagram and linear-
balance diagram are known as ‘location-based scheduling’. These methods are based on the theory of 
location-based planning in the management of construction projects [10, 11]. This method is 
important because it provides vital information of working locations throughout the earthwork 
operations, with the aim of reducing the dependency on the subjective decisions. The correct working 
locations and timing assist construction managers and planners in resource planning, mobilisation of 
heavy equipment at require locations and controlling site progress more effectively from location 
aspects. The linear scheduling methods, however, do not provide exact information of working 
locations and time throughout the earthwork construction. 
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Kenley and Seppanen [10]pointed out that there are mainly two types of scheduling methodologies: 
an activity-based and a location-based methodology. The location-based methodology is also sub-
divided into two types: unit-production and location-production scheduling. It is known as an 
alternative methodology of location-based scheduling, which is based on tracking the continuity of 
crews working on production tasks. On other hand, DynaRoad [12] developed commercial software 
for a construction schedule and controlling the earthwork activities in linear projects. This provides 
the location-based scheduling information for a whole section but lacks to provide weekly information 
of locations. TILOS, which is time-location planning software for managing linear construction 
projects, assist invisualisingthe repetitive tasks from location aspects. It also provides the flow of 
scheduling data in terms of time and location on a construction plan [13]. However, existing time-
distance charts, produced by DynaRoad and TILOS do not provide weekly information of locations.  

This is imperative for effective planning of resources and reducing the space conflicts at construction 
sites. Consequently, construction mangers depend on the subjective decision for earthwork scheduling 
due to the limited information of the working locations. Taking into account previous studies, it is 
concluded that location-based scheduling, which is based on the theory of location-based 
methodology, is an effective way of representing the planning and scheduling information of 
earthwork activities in road projects.  From the reviewed literature, it was established that the existing 
time-distance chart is incapable of providing scheduling information of locations. Therefore, this 
research examined a new methodology for the automatic generation of location-based scheduling that 
is capable of providing the weekly or daily location information of earthworks. The next section 
discusses a framework of a computer-based prototype. 

3. Framework of a prototype  

A general specification of the framework of prototype of earthwork scheduling and visualisation is 
designed as shown in Fig 1, taking into account of the findings from the literature and industry review 
[14]. The framework is a state-of-the-art, which is designed by integrating the road design data, 
sectional quantities, productivity rates and unit cost of cut/fill quantities, and an arithmetic algorithm. 
This helps to generate location-based schedules of earth work automatically and visualise the weekly 
scheduling information from the location aspects. The developed prototype has the capability of 
generating terrain modelling, cut/fill optimisation, weekly progress profiles, and time-space 
congestion plans, cost profiles and cost S-curves of earthworks in the linear construction projects.  
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Fig 1 Framework of a prototype of earthwork scheduling and visualisation 

This research, however, presented a computer-based prototype model and focused on the case study 
experiments with the model under scenarios at the construction site. A case study from road projects 
was utilised for the automatic generation of location-based schedules of earthworks using the 
algorithm underpinned in the prototype model [15]. Although the prototype model is capable of 
generating weekly progress profiles, cost profiles and S-curve, this paper discusses mainly the 
methodology and algorithm, which aid to generate location-based schedules automatically for 
earthworks. The paper also demonstrates the functions of the model with a case study experiments in 
a road project. The overall explanations of the model components:  inputs, processes and outputs are 
discussed in the next sections. 

3.1 Prototype model 

This section describes the key components of the prototype model. The sectional quantities of cutting 
or filling activities, productivity and construction site knowledge base are inputs of the model.  The 
cutting or filling quantity at each station is calculated using road design data including longitudinal 
section and cross sections. The productivity rate produced by the “RoadSim” simulator is integrated 
into the model as a main input. The soil characteristics, types of available equipment sets, haulage 
distance of soil, access road conditions and working efficiency of crew were incorporated within the 
“RoadSim” simulator. However, earthwork for rock excavation is excluded from this study since the 
nature of rock excavation is fully different from the normal earthwork operations. The construction 
knowledge encapsulated from planners and managers was utilised to select the right construction 
methods under different terrain conditions and soil characteristics considering the available equipment 
sets for earthworks. The site operational rules and knowledge allow in establishing the sequential 
relationships amongst listed work activities during the construction operations. The knowledge and 
operational rules were incorporated within algorithm for the generation of a location-based schedule.  

Moreover, an optimisation algorithm was also developed and integrated with the model for optimum 
allocation of earthworks and the movement direction between cuts and fills, borrows to fills or cut to 
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landfills considering economical haulage unit costs. The optimisation algorithm was designed by 
integrating the characteristics of mass haul diagram, unit cost simulated by �RoadSim� simulator, and 
Excel solver. The solver was built within MS Excel using a Simplex algorithm for linear optimisation 
problems. Before producing a location-based schedule, it is vital to identify the possible sources and 
destinations of earthwork quantities, required for filling and cutting operations in the linear projects. 
The processes of the prototype include four modules: data generation module, visualisation module, 
cost profile module and a time-location module. Data generation module processes the input data to 
generate the coordinate data of weekly locations of the cutting and filling activities, incorporating 
different production rates. The time location module processes the coordinate data and generates 
location-based plans for earthwork activities. The next section discusses the generation of location-
based scheduling. 

3.2 Generation of location-based earthwork scheduling 

Location-based scheduling is a planning tool, which is widely applicable in the earthwork planning 
tasks. The location-based scheduling is also known as time-distance planning, time-chain age 
planning and linear scheduling method. It enables the design and display of planning and scheduling 
information of earthwork activities in two dimensions: Location in X-axis and Time in Y-axis or vice 
versa together with topographical information of a road project. The slope of activities displayed in 
time location chart represents a rate of production of the earthwork activities.  If the slopes of planned 
activities are compared with the slope of actual activities, they provide visual information of early 
indication regarding possible of conflicts or overlap between activities during the course of activity 
progress.  

The proposed methodology in the prototype model is original and intelligent to identify the starting 
and ending location as well as the start and end period of cutting and filling activities at planning 
stage. It also helps to find the actual information of weekly locations, which ultimately assist to 
planners and managers for planning the necessary resources more efficiently. The methodology is 
designed with an arithmetical algorithm that tracks the locations (stations) along a road section which 
are broken down into weekly or daily schedules, satisfying the linearity characteristics (start and end 
locations having equal production rate) in the earthwork operations. The equation 7 developed by 
Shah et al.[15], is being used for identification of the station numbers at each layer throughout the 
earthwork operations by incorporating the �variable� productivity data. The productivity data 
produced by RoadSim [16] are incorporated in the developed equation. The factors that influence the 
productivity of earthworks are incorporated within the RoadSim programme and produce hourly 
productivity based on the selected sets of resources and construction equipment.  

� �� � ��∑ ��		
�	
�  � ����� (7) 

Whereas, 

Vr = Remaining earthwork quantities after progress at each week 
Vi = Quantity of earthwork at each station along the selected road section, i = 1,2,3��� n. 
 n = number of working stations along the road section 
P = Productivity used to progress the earthworks 
 

This process is repeated at each layer of cutting or filling sections to achieve the remaining volume 
(Vr) at each station is equivalent to zero (at the design level of road) at the selected working sections 
along a road project. At each layer, the starting and ending stations are identified and their lengths 
between the two stations are determined by the algorithm, designed in the model with help of VBA 
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programming language. These lengths, at each layer between working stations, increase from the first 
to the last layer at both cutting and filling sections of the earthwork operation.  Similarly, cutting and 
filling sections are selected according to the earthwork schedule to complete the earthwork operations 
throughout the construction of a road section. If the cutting or filling sections are longer, these 
sections are divided into manageable sections and these processes are repeated to achieve the design 
level of the road.  

In this model, two input variables: Productivity rate (P) of earthwork activities produced by 
“RoadSim” and working length (X) determined by “mass haul diagram” were integrated with the 
model to search the coordinate of starting and ending locations of working section. The algorithm 
assists to calculate the coordinate of working locations considering “variable” productivity data 
throughout the construction operations in a road project. Therefore, coordinates of weekly or daily 
locations directly depends on the value and unit of productivity i.e. weekly or daily productivity by 
assuming 40 hours per week or 8 hours per day as standard working time.  

The identified coordinate data of locations and time of earthwork activities are stored in a table at first 
and then exported the coordinate data by programme to generate location-based scheduling. The 
location-based scheduling has generated automatically. The automatic generated location-based 
schedule, which is key outputs of the model, provides accurate information of working locations, in 
the earthwork planning and scheduling. The location-based schedule assists to planners and 
construction managers in allowing the visualisation and analysis of the status of construction activities 
on a particular location along the road sections. The next section describes the visual function of the 
model that assist to planning in visualising the information about weekly locations and space 
congestion in earthwork operations.  

3.3 Visualisation of time-space scheduling information 

This section presents the development of a visualisation component of the prototype model. This 
provides the visual information of earthwork scheduling, space congestion, progress profiles, and 
communicates the construction process sequences with consideration given to location aspects. The 
Visualisation Module (VM) processes the coordinate data of location-based schedules and transforms 
them into a visual format to visualise earthwork scheduling information. The VM was developed 
using the C# and VBA programming language on MS Excel platform. The required input data was 
stored in MS Excel worksheets and used as database. Several VBA macros were designed to process 
input data and generate into visual outputs of the model. The VM imports data using Structured Query 
Language (SQL) inquiry, and transforms the imported data into a visual representation of scheduling 
information of earthworks activities in a tabular and graphical format.  

A snapshot of the visual outputs of the model is shown in Fig2, which includes weekly progress and 
cost profiles, cost S-Curve, location-based scheduling information and time-space congestion plan of 
earthworks in road projects.  The location-based plan provides information related to the congested 
locations and pavement activities such as sub-base, base course and top road surfacing (see Fig 2). 
The visualisation component also provides tabular information of starting and ending locations on 
weekly basis throughout the construction operations of earthworks and pavement. The following 
section describes a case study experiment to evaluate the model’s functions (generation and 
visualisation of location-based scheduling information of earthworks) using real site data from a road 
project. 
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Table 1 Comparison of between company-provided and model-generated time-location plan 

S. 
N. 

Road 
section 

Sectio
nal 

Lengt
h      

(m) 

E/W 
Qty.  
(m3) 

Cut/Fill 
Activity 

Used 
Producti
on Rate 

m3/wk 

Company-
produced Results 

Model-
generated 
Results 

Variatio
n in 

Time 

Time 
(wk) 

Locations
Time 
(wk) 

Locat
ions 

Time % 

1 
0+000 

to 
0+925 

925 
32,400 Cutting 

2309 
14.03 0+000  

& 
0+925 

15 
Fig 3 

6.45% 

34,433 Filling 14.91 15 0.58% 

2 
0+925 

to  
2+675 

1750 
64,700 Cutting 

3464 
18.68 0+925 

& 
2+675 

21 
Fig 3 

11.06% 

51,352 Filling 14.82 16 7.35% 

3 
2+675 

to 
3+600 

925 
23,357 Cutting 

5196 
4.50 2+675 

& 
3+600 

5 
Fig 3 

10.10% 

36,204 Filling 6.97 8 12.90% 

4 
3+600 

to  
7+000 

3400 
204,29

4
Cutting 

10392 
19.56 3+600 

& 
7+000 

22 
Fig 3 

10.64% 

213,16
8

Filling 19.64 23 10.81% 

 

The comparison results (presented in Table 1) show that model simulated production duration of 
earthworks is higher by 8.7% (average) than the company estimated production duration of earthwork 
for both cutting and filling operations. The duration was calculated by rounding the values for each 
cut/fill section in case of the model-generated schedule, whereas, the duration was calculated by 
dividing whole quantities with productivity (production rate) of earthworks for each section in case of 
the company produced schedule (Table 1). Figure 3 represents a time-location plan of the road 
project, which includes both the model generated time-location plan in colour limes whereas dotted 
line represents the company produced and utilised time-location plan. The plan was produced by 
dividing the road section into four sub-sections (0+000 to 0+925, 0+925 to 2+675, 2+675 to 3+600 
and 3+600 to 7+000). Each section was planned with different sets of equipment separately at 
different production rates (Table 1).  

Moreover, several experiments about generating time-location plan for earthworks were carried out at 
lot no. 5 section in a road construction project in Portugal. The experiments revealed that the actual 
production time was lower by 2.34% than the model-simulated production time of earthworks due to 
variation of soil characteristics at the cutting sections along the road project, which is presumed as a 
minor variation in earthworks. 

Hence, it is concluded that the model-produced location-based schedules or time-location plans are 
acceptable for earthworks in road construction projects. Consequently, these plans support in 
improving resource planning and scheduling information of weekly work locations, mobilising sets of 
construction equipment and required materials including gang size of labours from the location 
aspects.   
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Fig 3 Model-generated time-location plans of a 7 km road project   

 

5. Conclusion  

The paper presents the development of a framework and a computer-based prototype model. The 
model was designed by integrating the road design data; sectional earthwork quantities, productivity 
rates and unit cost of cut/fill sections and arithmetic algorithms. The model generates automatically 
the scheduling information of weekly work locations, space congestion plans and resource allocation 
information for the earthwork projects. A case study experiment was run to demonstrate the functions 
of the model using site data from road projects. The experiment results revealed that the model 
provides weekly information of working locations and required resources such as quantity of 
materials, sets of construction equipment and crew size in earthwork operations.  The evaluation from 
road experts also recommended that the model is a useful tool in supporting the strategic decisions at 
the planning stage, and helpful to provide the scheduling information more precisely from the location 
aspects. Running various strategies with the model would allow optimisation of resources, including 
sets of the construction equipment and crew size, in the earthwork operations at a particular section of 
a road or railway project.  

The findings from the case study experiments found that the model-generated location-based plans are 
satisfactory and applicable in the linear construction projects like roads or railways, particularly for 
the earthwork operations. The time-space congestion plan said to identify space congestion in advance 
and the possibility of equipment being idle at a particular location along the road section. Finally, the 
paper concluded that the model is a valuable decision supporting tool that assists to the construction 
and planning managers in mobilising construction equipment more efficiently and visualising the 
scheduling information of earthworks from the locations aspects. Consequently, the tool is helpful in 
resource scheduling, progress monitoring, reducing space conflicts and communicating the scheduling 
information more effectively from the location aspects in earthwork projects like roads and railways.  

 
 
 
 
 
 
 
 

Filling activity

Cutting activity
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Abstract  

The foremost objective of the study was to find out the most efficient profile of trifurcation in given constraints of pressure, 
velocity and layout of the overall geometry. The study was done for the 3.2 MW Madi Khola Hydropower Project of 
Gandaki Hydropower Development Co. Pvt. Ltd.  The 3 Dimensional Flow modeling of the trifurcation was based on the 
application of Computational Fluid Dynamics (CFD). 

 The loss in the Trifurcation greatly depends upon its geometrical configuration. The research started with a general profile 
and the flow pattern generated inside it was studied with the help of 3 Dimensional Flow modeling .The extent of vortex 
zone formation inside the trifurcation indicates the loss inside trifurcation. The profile of the trifurcation was hence changed 
to reduce the vortex formation as far as possible, till we get minimum possible loss. The profile under study should meet 
maximum flow efficiency under the physical constraints of fabrication. The flow efficient profile was then analyzed to 
capture the stress amplification near junction. The reinforcing element in the form of steel T-section was added of different 
sectional values till the stress was within allowable limits under severe conditions. 

Keywords: CFD, FLOTRAN, Trifurcation 

 

 

1. Introduction  

Project layout and powerhouse orientation decide what kind of penstock branching would be most 
suitable for the highest safety and minimum head loss. Usually in case of branching for 3 or more 
units, a number of unsymmetrical bifurcations are used one after another along the penstock 
alignment. It involves relatively less analytical works during design and is easy to fabricate. But 
project layout can dictate the other way around, as in case of 3.2MW Madi Khola Hydropower Project 
in Kaski district, which is already nearing the completion of construction. In this project orientation of 
the powerhouse with respect to the penstock alignment is such that only a symmetrical trifurcation can 
be used to feed water to three equal capacity Pelton turbines. Madi trifurcation has become the first 
trifurcation designed and fabricated within Nepal.  

Design of an element of water conveyance system constitute of hydraulic and structural analyses. 
Hydraulic analysis for penstock branching (bifurcation and trifurcation) is considered unimportant and 
is found mostly avoided in small hydropower projects of Nepal. But the fact is that hydraulic analysis 
here is as important as structural analysis. Structural analysis optimizes the initial cost through right 
selection of steel thicknesses, whereas hydraulic analysis minimizes the head loss through selection of 
best possible geometry. Head loss in the branching entails a constant loss of money for as long as the 
plan runs, and this loss, in long run, is many times higher than the cost of the structure itself. Large 
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hydropower projects do not only conduct hydraulic analysis but also go for model tests. But small 
project of capacities 1-10 MW are recommended at least to conduct hydraulic analyses for the critical 
components of water conveyance system. Bifurcation and trifurcation are among such components. 
They are used near the powerhouse under high pressure head added by pressure surge due to water 
hammer. Besides, in case of Pelton turbines, there are free water jets downstream to the manifold, 
which convert almost all of the available head into velocity head. Under this condition the water 
exerts force on manifolds due to change in momentum of water and can be evaluated from principle 
of conservation of momentum. This net force must be resisted by the manifold system and the 
concrete block holding manifold.  

The structural analysis of the manifolds is necessary but not sufficient if we consider the long term 
operational benefits in terms of power outcome and the performance of the plant. The vibration 
problem caused due to unnecessary eddies developed can cause huge losses of pressure head 
downstream of the manifold .The profile of the manifolds affects the loss in the available water head 
significantly. This loss can decrease the potential plant capacity. The profile selection process can be 
done either by experimental analysis on reduced scale manifolds model test at lab or by numerical 
modeling of the fluid flow. The former option is rather expensive and may not be feasible every time. 
It is preferable to select best profile by tuning it with CFD solver and then follow reduced scale model 
test for the confirmation of flow parameters. 

At the time of valve closure the velocity reduces to zero within time interval of valve closure. This 
phenomenon now converts velocity head to pressure head again. The pressure magnifies due to abrupt 
change in the velocity. The magnified pressure moves to upstream with certain velocity which 
depends up on bulk modulus of water and its density. The trifurcation has to resist this magnified 
pressure. The hoop stresses and longitudinal stress and the combined stress due to increased pressure 
must be below the tolerable limit as specified in Steel Structure Design Codes. At the zone of the 
junction of bifurcation the simple analysis approach can not catch the local stress concentration and 
there are chances of underestimation of such valuable stress concentration. Finite element method can 
be used to capture Stress Concentration near junction of trifurcation using finer mess near junction. 

2. Design & Analysis Criteria  

The pressure losses at junction in manifolds are not analyzed and neglected which is the normal 
practice in hydropower of Nepal. These losses are significant in obtaining high plant capacity. Before 
starting design and analysis of the trifurcation; the constraining parameter, such as space available and 
the position of turbine from the existing site condition, are used to select the trifurcation layout.  The 
normal practiced profile is first used in detailed numerical analysis to understand how the profile 
affects the losses. The outcomes in analyzing such manifolds provide necessary data for modification. 
A number of trail and errors to minimize loss was carried out. Finally the best profile was adapted and 
was used for the stress analysis to minimize the stress below the allowable limit at the junction by 
adding reinforcement at junctions.  

Computational Fluid Dynamics is used for the analysis of the velocity and pressure distribution at 
different section of manifolds. The pressure and velocity distribution will then be used as a criteria 
modifying profile of manifold body. 

Flotran CFD features of the Ansys v11 is used for the mathematical modeling of the flow through the 
profile. AutoCad 2006, Ansys Workbench 11 features is used for the mesh generation of the water 
volume inside the manifolds. The volume is imported in Ansys Flotran CFD for the analysis. 
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The jet velocity was expected as a output from the analysis 

If the neat head of water and discharge at inlet is h and Q respectively then from the continuity 
equation for the equal discharge among three branching pipe,  

Expected Discharge through each nozzle = Q/3 

 

Fig 1 Ansys meshing of the trifurcation fluid control volume 

 

For no loss in the manifold system the velocity at each outlet nozzle = gh2  

Corresponding area of the nozzle, A = ghQi 2/  

Corresponding dia. of each nozzle =  /4 A  

This is the dia. of nozzle for no loss condition. 

But due to losses in junction the neither all three velocity neither equal nor it is gh2  

The evaluation of the real velocity at the outlet of the jet can help us to evaluate the loss by using the 
energy equation  

Inlet Energy = outlet energy + Loss in energy 

Loss in energy = Outlet energy-inlet energy 

Inlet energy per unit time = Work done by pressure per unit time+ kinetic energy =PQ+
2

2Qv  

Outlet energy per unit time 

=
222

2
33

2
22

2
11 vQvQvQ  

Where : density of water 

 Q : Discharge in branching upstream 

 321 ,, QQQ : Discharge in Branching 

 321 ,, vvv : Velocities in branching 

Q , , P  are known input parameters, while 
321 ,, QQQ and 321 ,, vvv  can be determined from the Ansys 

Flotran CFD output by surface integral of velocity distribution of cross section near jet. 

 Q1,v1 
Q2,v2 Q3,v3
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3. ANSYS FLOTRAN CFD 

Types of FLOTRAN Analyses 
 

We can perform these types of FLOTRAN analyses:  

 Laminar or turbulent 

 Thermal or adiabatic 

 Free surface 

 Compressible or incompressible 

 Newtonian or Non-Newtonian 

 Multiple species transport 

These types of analyses are not mutually exclusive. For example, a laminar analysis can be thermal or 
adiabatic. A turbulent analysis can be compressible or incompressible. To solve our problem we need 
to consider any analysis involving the flow of fluid, use either of the Laminar Flow Analysis 
Turbulent Flow Analysis Laminar and turbulent flows is considered to be incompressible since 
density is constant or the fluid expends little energy in compressing the flow. 

3.1 FLOTRAN CFD Analysis  

Determining the Problem Domain 

The analysis of the losses in penstock pipe line up to trifurcation upstream was done to evaluate 
pressure and velocity as a inlet boundary condition for trifurcation. Boundary condition at out let of 
trifurcation is rather difficult process. It is preferable to model up to nozzle where there is free jet 
condition. Such modeling requires excessive computer memory almost difficult to solve with normal 
PC. If we focus on the losses due to trifurcation only then logically we can locate free jet zone 
somehow near to the junction provided that it will not affect the junction velocity and pressure 
distribution. 

Determining the Flow Regime 

We need to estimate the character of the flow. The character is a function of the fluid properties, 
geometry, and the approximate magnitude of the velocity field. The Reynolds number can be used to 
decide whether the flow will be laminar or turbulent. Similarly mach no criteria can be used to 
evaluate the compressible and incompressible flow. 

Reynolds number = inertial force/viscous force, it should be greater than 2000 for turbulent flow. 
Mach no = Velocity of fluid/velocity of sound in fluid, which should be greater than 0.7 to activate 
the compressible flow model. 

Creating the Finite Element Mesh 

For the most accurate results, we should use mapped meshing. It more effectively maintains a 
consistent mesh pattern along the boundary. In some cases, we can use hexahedral elements to capture 
detail in high-gradient regions and tetrahedral elements in less critical regions. For flow analysis, 
especially turbulent, we should not use pyramid elements in the region near the walls because it may 
lead to inaccuracies in the solution. 

In our case free meshing with tetrahedral element was used for simplicity in meshing it leads some 
degree of mass imbalance. The mass imbalance can be controlled by further fine meshing 
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Fig 2 Tetrahedral meshing of fluid control volume near junction 

 

Applying Boundary Conditions 

The free body diagram of the manifolds was considered for the analysis.  

 The pipe wall was replaced by the zero velocity constrained.  

 The net pressure near inlet surface of the manifold was directly applied (177m water head). 

 The trial velocity at inlet is applied directly as 3m/sec, 4m/sec……. the velocity to generate input 
discharge corresponding to plant capacity. 

The nozzle of the different trial dia. was attached with the trifurcation outlet. This helps us to apply 
pressure boundary condition at nozzle outlet as zero equivalents to atmospheric pressure.  

 

 
Fig 3 Boundary condition for most efficient   trifurcation control volume 

  

Input Discharge= 
Pressure=177m of water head 

Zero Pressure

Zero Pressure 

Zero velocity at outer 
surface 
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Setting FLOTRAN Analysis Parameters 

This step includes selection of the flow models as laminar incompressible, laminar compressible, 
turbulent incompressible, turbulent compressible etc. The number of iteration, convergence option, 
and fluid properties should also be assigned in this step. 

Solving the Problem 

This step includes the solving process. We can monitor solution convergence and stability of the 
analysis by observing the rate of change of the solution and the behavior of relevant dependent 
variables. These variables include velocity, pressure, temperature, and (if necessary) turbulence 
quantities such as kinetic energy (degree of freedom ENKE), kinetic energy dissipation rate (ENDS), 
and effective viscosity (EVIS). 

Examining the Results 

The results are in the form of velocity distribution and pressure distribution and turbulence quantities 
distributions. The numerical integration is used to convert velocity distribution to average velocity at 
outlets. The average velocity at inlet and outlets are then used to evaluate the loss in manifold. 

The loss in energy is made as small as possible by adjusting the geometrical profile of manifold at 
joint. 

This is the trial and error process. The modification is made till the loss in the manifold is equivalent 
to 0.42%. 

 
Fig 4 Different section of interest for recording output data 

 
Fig 5 Velocity distribution at section 1-1 

1 

2

33 4 

56 5
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Fig 6 Pressure Distribution at section 1-1 

Uniform pressure of 177m water head 

 

 
Fig 7 Velocity distribution between section 1 and 2 

 

 
Fig 8 Velocity distribution between section 1 and 2 

 
Fig 9 Velocity distribution in section 2-2 
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Fig 10 Velocity distribution in sections 5-5 

 

 

 
Fig 11 Velocity distribution in sections 5’-5’ 

 

 
Fig 12 Velocity distribution in sections 6-6 

 

The velocity distribution profile for section at junction indicates the causes of loss of energy near 
junction. These velocity profiles are for the most possible efficient geometry of the trifurcation 
junction. 
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Conclusions from most efficient profile  

     

Left jet     Energy  

Area 0.022532 m2   

Discharge 1.303 m3/sec   

Velocity 57.846 m/sec 2180739 J

Velocity 
head 170.552 m   

     

     

Right jet       

Area 0.022532 m2   

Discharge 1.307 m3/sec   

Velocity 58.006 m/sec 2198827 J

     

Velocity 
head 171.494 m   

     

Middle jet       

Area 0.022532 m2   

Discharge 1.295 m3/sec   

Velocity 57.494 m/sec 2141131 J

     

Velocity 
head 168.481 m   

     

Main Pipe       

Area 1.125 m2   

Discharge 3.677 m3/sec   

Velocity 3.268 m/sec 6548275 J

     

Velocity 
head 0.544 m   

Pressure 1770000 N/m2   
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Pressure 
head 177 m   

total 
energy u/s 
to 
trifurcation 177.545 m   

     

Total 
output 
energy 

6520696.58 
J    

Total input 
energy 

6548275.47 
J    

Total Loss 27578.89 J    

% Loss 0.421 %   

loss in 
terms of 
head 0.748 m   

 

3.2 Stress Analysis at Junction  

According to the ASME Code, the non-embedded penstock pipe may be designed under the following 
condition. 

 

Normal condition:  

This condition gives the allowable stress = 138.67 Mpa 

Intermittent condition: 

This condition gives the allowable stress = 184.89 Mpa  

Emergency condition:  

This condition gives the allowable stress = 250 Mpa Exceptional conditions: 

It includes malfunctioning of control equipment in most adverse manner and shall not be used as the 
basis of design. 
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Fig 13 Mesh generation of manifold with shell 181 element, for stress analysis. 

 

If the maximum stress does not exceed the specified minimum ultimate tensile strength, the structural 
integrity of the penstock is reasonably assured. 

Precautions must be taken to minimize the probability of occurrence and effect s of the exceptional 
condition. 

In this analysis the stress was supposed not to be increase above 138 Mpa in normal water pressure 
+water hammer pressure. For The combination of normal flow condition and the earthquake effects 
the whole penstock unit should be studied. 

The von-misses stress criterion was used for checking the yield at the zone of stress concentration  

 

Fig 14 Von-misses stress distribution, showing stress concentration near junction. Stress near junction 
exceeds yield strength of mild steel for water pressure below normal water pressure 

 

Examining the Results 

The stress at the junction of the manifold was observed exceeding at normal running condition. The 
problem was resolved by adding extra reinforcing plate at junction in the form of T section 
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4. Conclusions  

Around 20 models were checked for the loss of the head due to geometry of manifold between 
common profiles to most efficient profile. Only result for the most efficient profile is presented in this 
paper.  

The Study indicates that the profile can be better tuned with the finite element application for fluid 
flow (Computational fluid dynamics). 

The flow distribution in case of common profile is rather disturbed to longer zone of the trifurcation 
system. In case of most efficient profile the flow distribution is disturbed slightly to smaller length of 
the trifurcation system. 

The second profile was taken for the fabrication to limit loss in head less than 1 m head of water 
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Abstract 

Due to rapid urbanization, ever increasing population, limited resources and industrialization all-inclusive, the environmentally 
habitual management of municipal solid waste has become a global challenge.  According to report of the National Population 
Census 2011, growth rate of Nepalese Population is 1.4 percent per annum with population density estimated at 181 per sq. KMs. 
Solid waste management in Nepal, the current practice of the illegal dumping of solid waste on the river banks has created a 
serious environmental and public health problem. The focus of this study was to carry out the magnitude of the present SWM 
problems by identifying the sources, types, quantities, dangers and opportunities they pose. It will be helpful to examine the 
adequacy of the existing institutional arrangements and implement a strategic and operational plan for SWM and to establish the 
EASEWASTE data base of municipal solid waste management system in Kathmandu City, Nepal.  

Keywords: EASEWASTE, Solid Waste Management, LCA, SWM 

 

 

1. Introduction 

Due to limited resources, ever increasing population, rapid urbanization and industrialization the 
environmentally habitual management of municipal solid waste has become a global challenge. The urban 
population in industrialized country is 74% of the total population in those countries, whereas the urban 
population in developing nations accounted for 44% of the total 7 billion population of the world in 
2011.However, urbanization is occurring rapidly in many less developed countries. It is expected that 70 
percent of the world population will be urban by 2050, and that most urban growth will occur in less 
developed countries (UNPF). 

Nepal is undergoing a population explosion in its urban areas in recent times especially due to rural 

 

Fig 1 Percent of world urban population, 2007, 2015 and 2030(UNPF) 
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1. Introduction 

Due to limited resources, ever increasing population, rapid urbanization and industrialization the 
environmentally habitual management of municipal solid waste has become a global challenge. The urban 
population in industrialized country is 74% of the total population in those countries, whereas the urban 
population in developing nations accounted for 44% of the total 7 billion population of the world in 
2011.However, urbanization is occurring rapidly in many less developed countries. It is expected that 70 
percent of the world population will be urban by 2050, and that most urban growth will occur in less 
developed countries (UNPF). 

Nepal is undergoing a population explosion in its urban areas in recent times especially due to rural 

 

Fig 1 Percent of world urban population, 2007, 2015 and 2030(UNPF) 
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Fig 3 Solid waste management system of Kathmandu Valley 

 

Leachate Treatment System:  

The leachate collected in the pond is regularly aerated through proper aerator system, which can be 
regarded as biological aerobic treatment. The aerated leachate is further re-circulated by means of a pump 
to spray the leachate over landfill cells for a simple anaerobic biological treatment. The recirculation 
assists the waste to be more reactive and decompose faster than its normal rate. Hence, accelerating the 
rate of the methane and leachate production the Fig 4 below demonstrates the longitudinal profile of 
Leachate treatment plant. 

 

 

Fig 4 Leachate treatment plant in Sisdol landfill Site. 

2. Methodology 

For the Kathmandu case study, data have been collected mainly from Kathmandu Metropolitan City 
Office, Solid Waste Management and Resource Mobilization Center(SWMRMC), associated references 
and bibliographies. Some data which were unavailable were taken from the default database in 
EASEWASTE and it was utilized to represent a life-cycle inventory, a characterization of impacts and a 
normalized impact profile. System boundaries from the point of waste generation and source separation to 
the point after final disposal of the waste residuals are defined below with collected data and information.  
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Fig 5 Flow chart of methodology 

 

System Boundaries of the waste management system 

Kathmandu is a metropolitan city located in the Central Development Region of Nepal and approximately 
2,20,000 inhabitants lived in the City of Kathmandu in 2009, (Pradip Raj Pant).The housing is 
dominated by two to three storied multi-family Houses. The unit generation rate of waste was 0.4 kg per 
person per day, and the total amount of municipal solid waste was approximately 400 tons per day 
(KMC).The composition of solid waste used in this research is shown in the Fig 6. 
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Fig 6 waste composition of Kathmandu valley(source: KMC 2001) 

The total amount of solid waste was 146,000 tons per year, of which 96,360 tons per year was Organic 
waste which was individually collected from door to door, including 16,060 tons per year of waste paper, 
24,820 tons of waste plastic, 1898 tons of waste glass and so on. The sorting efficiencies of the recycled 
materials of the waste including plastics, paper, and glass were assumed as 20%, 60% and 80% 
respectively. The integrated solid waste system of the city is represented in the Fig 7. 

 

 
Fig  7 Municipal solid waste flow of Kathmandu City, Nepal (KMC) 

Scenarios 

The environmental assessment was based on three scenarios, in which the first two (scenarios 1 and 2) 
addresses the landfill treatment technologies and scenario 3 assesses the environmental impacts from 
composting all the organic matters generated from households of Kathmandu.  
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Scenario 1 is the current waste management system in Kathmandu, in which the mixed waste after 
recycling is sent to the landfill where land fill gas (LFG) emissions are not treated.  

Scenario 2 is based on utilizing the LFG generated from the landfill for electricity production. All the data 
is exactly the same with scenario 1 except in scenario 2 the LFG is recovered and utilized.  

Scenario 3 considers all the Organic waste generated from Kathmandu City is sent for composting and the 
remaining waste is sent to the landfill. 

3.  Result and Discussion 

The results for all three scenarios were calculated as normalized potential impacts according to the 
normalized environmental impacts potential reference of Life Cycle Inventory Assessment (LCIA ) 
method, EDIP 1997 (Wenzel et al. 1997). Normalization provides a relative expression of the 
environmental impact or resource consumption compared to the impact from one average person.  

3.1  LCA evaluation of Kathmandu’s waste with and without Electricity production: 

Figure 8 shows the non toxic environmental impacts caused by scenario 1 where it can be seen that the 
highest impacts during 100 year period are on Global Warming and Stratospheric Ozone depletion. The 
major contribution (direct impact) is due to disperse emissions (through landfill gas) of CH4 and CFC12. 
The total quantity of CO2-eq substances emitted that caused Global Warming is 249,148.724 kg per year 
with reference to EDIP97 

 
Fig 8 Normalized potential impacts for scenario 1 

 
Fig 9 Normalized potential impact  for scenario 2 

 

The Fig 9 shows the non toxic environmental impacts caused by scenario 2 that has more or less similar 
trend of the impacts as of scenario 1. The figure 10 displays the compared graph of scenario 1 and 
scenario 2. In all the impact categories, scenario 2 i.e. the landfill with LFG recovery system 
demonstrated the better result than scenario 1, without LFG recovery. The total amount of non toxic 
environmental impacts of both the scenarios, are demonstrated in the table 1 
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Fig 10 Normalized potential impact of scenario 1 and 
scenario 2 

 

Fig 11 Normalized potential impact of scenario 
1 and scenario 2(toxic) 

 

 

Table 1 Environmental Impacts (toxic) of scenario 1 and 2 

 

3.2  Environmental Assessment of Composting compared with Landfill with and without 
Recovery 

Figure 11 shows environmental impacts caused by scenario 3, the scenario where all the organic contents 
of the city is assumed sending for composting instead of land filling. The impact on Nutrient enrichment 
is high due to high quantity of Ammonia (NH3) and Phosphate (PO4) discharged from composting. 
Emission of 23,246 kg of CO2-eq contributes to the impact on Global warming which is 90% less than 
the actual scenario of Kathmandu City and 75% from scenario 2.  
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Fig 12 Normalized Environmental impacts of 
scenario 3 

Fig 13 Normalized environmental impacts of 
Scenario1, scenario 2 and scenario 3 

 

The fig12 demonstrated that composting scenario was regarded as one of the best alternatives for the 
management of solid waste according to the Life-Cycle perspective. Impact on Global warming is 
significantly reduced by 91.6% compared to scenario 1 and 91.4% compared to scenario 2 because 
reduced amount of CFCs were generated from the landfill due to the absence of Organic waste.  

Table 2 Comparison of scenario 1 and scenario 2 

 

Table 3 comparison of scenario 2 and 3 
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3.3 Life Cycle Assessment of the landfill with LFG Recovery  
This scenario describes the assumed scenario of Kathmandu city where the landfill is equipped with 
electricity generation system. The resources consumed in this scenario were fewer than that of the actual 
scenario of Kathmandu. Water cooling was again a major raw material that was consumed for cooling the 
engines of the vehicles. 1330 kg of water was needed for cooling the engines of the vehicles. Natural gas 
was consumed in a lesser amount than that of Kathmandu’s real scenario, i.e. only 4.782E-6 kg of gas was 
used per ton of waste. Similarly, other substances like Calcium Chloride, Iron, and Aluminum ets were 
used along with clay and soil for the liner and daily cover respectively. Due to the production of 
electricity almost 12 to 15 percent methane is reduced causing less Green house effect resulting in less 
impact on global warming than in the actual scenario.  
3.4 Analysis of Life Cycle Assessment of three scenarios: Landfill without LFG recovery, 
Landfill with LFG recovery and Composting of Organic waste.  
When all the Organic waste is composted instead of sending it to the landfill, only 2 liters of fuel is 
combusted per day using only 0.3 Kwh of electricity whereas 6 liters of fuel is used up for the scenario 1 
and scenario 2. The electricity consumption for the landfill with electricity generation technology is 
highest than other scenarios due to the use of electricity for generators. The collection and transportation 
vehicles are very few in number, for composting, resulting in less consumption of fuel. Therefore, in the 
sector of energy consumption, composting the Organic matter, which covers the large content of waste 
i.e. ~70%, is the best alternative for Kathmandu City.  According to the Life Cycle Assessment, Water is 
the major raw material that has been consumed in all of the three scenarios. Collection and transportation 
phases are the main area where water was consumed for the cooling purpose. Comparatively, less amount 
of water was consumed for composting scenario. Likewise, Natural gas was consumed in similar amount 
for the actual scenario of Kathmandu and the scenario where all the organic waste is composted. When 
compared between three scenarios, scenario of the Kathmandu where the waste is dumped into the landfill 
with electricity generation, consumed very less raw materials. Therefore, in the sector of raw material 
consumption, it can be analyzed that, landfill with electricity production is best for consuming less 
amount of raw materials. Methane is the major emission mainly dependent upon the composition of the 
solid waste and partially to the collection and transportation phase. Since, all the Organic waste is send 
for composting in scenario 3, the methane is mostly generated from the remaining waste and the 
collection and transportation phase. When the waste is dumped to the landfill with the energy recovery 
system, 14% of methane was reduced than the landfill without energy recovery hence proving to impact 
less on Global warming. According to the LCIA 80% of the heavy metals come from organic waste and 
remaining from the inorganic waste.  
 

4. Conclusion  
The results from the environmental assessment of the solid waste system in the City of Kathmandu 
showed that the Landfill Gas Recovery from the landfill and utilizing the Gas for Electricity production is 
relatively better than the current system, mainly due to the lowering of Green House Gases such as 
Methane, CFCs etc while the increasing in energy production from waste. The organic content of the 
Kathmandu city is very high, which means that more the organic matter higher the amount of methane, 
likewise, higher the amount of methane, more the generation of electricity. Therefore, the energy recovery 
system will give the city advantage from both the sides; lower the emissions of Green house gases and 
utilization of electricity.  



106

 
 

jacem, Vol. 1 , 2015 Life  Cycle Assessment of Municipal Solid Waste Management System in Kathmandu, Nepal 

References 

1. M. Abu-Qudais, H.A.A. Abu-Qdais, “Energy content of municipal solid waste in Jordan and its 
potential utilization” ; Energy Conversion and Management, Volume 41, pp. 983-993, 2000. 

2. M.F.M. Abushammala, N.A. Basri, A.H. Kadhum, “Review on Landfill Gas Emission to the 
Atmosphere”. Department of Civil and Structural Engineering 30, 427-436, 2009.  

3. J. Acharya, S. Basnet, K. Sharma, P.S. Subedi, Y. Adhikari,“Sisdol landfill Gas to Energy 
Project”, Promotion of Renewable Energy, Energy Efficiency and Green House Gas Abatement 
(PREGA), CDM project Design Document, Nepal, 2006. 

4. ADEME, Dechetmunicipaux/les chiffresclés, Agence de l, "Environ. et de la Matrise de l" 
(2000), EnergieAPAT-ONR (2004): RapportoRifiuti 2004 

5. “Analysis of Urban Environmental Issues”, World Bank/ ENPHO, 2007. 

6. T. Astrup, H. Mosbæk, T.H. Christensen,“Estimating long-term leaching from waste incineration 
air-pollution-control residues”, Waste Management 26, 803–814, 2006.  

7. M.A. Barlaz, P.O. Kaplan, S.R. Ranjithan, R. Rynk, “Evaluating environmental impacts of solid 
waste management alternatives”, Biocycle 2003 (October), 52–55, 2003.  

8. M.A. Barlaz, P.O. Kaplan, S.R. Ranjithan, R. Rynk,“Evaluating environmental impacts of solid 
waste management alternatives” Biocycle 2003 (October), 52–55, 2003.  

9. C.H. Benso, M.A. Barlaz, D.T. Lane, J.M. Rawe, “Practice review of five 
bioreactor/recirculation landfills”, Waste Management 27, 13-29, 2007.  

10.  “A Diagnostic Report on State of Solid Waste Management in Municipalities of Nepal”, Solid 
Waste Management and Resource Mobilization Centre, Lalitpur, SWMRMC, 2004. 

11.  Wenzel et al, “Danish Experience with the EDIP Tool for Environmental Design of Industrial 
Products”, 1997  

 



107

jacem, Vol. 1, 2015  Poultry Faeces Management by Bioconversion Technology with Modified GGC 2947 Model

Journal of Advanced College of Engineering and Management, Vol. 1, 2015 

 

POULTRY FAECES MANAGEMENT BY BIOCONVERSION TECHNOLOGY WITH 
MODIFIED GGC 2047 MODEL 

S.K. Neupane1, Ram K. Sharma2, Shiva Shankar Karki3 

1Department of Civil Engineering, Advanced College of Engineering& Management, Lalitpur-1, Kathmandu, 
Nepal 

2Department of Engineering Science and Humanities, Institute of Engineering, Central Campus, Pulchowk , 
Tribhuvan University, Nepal 

3Department of Civil Engineering, Institute of Engineering, Central Campus, Pulchowk , Tribhuvan University 
Nepal 

Email Address: shreekrishna.neupane@acem.edu.np 

 

 

Abstract  

In this report, entitled “Poultry Faeces Management by Bioconversion Technology with Modified GGC 2047 model” focuses 
on various parameters relating to physico-chemical characteristics of the substrate, fertilizing value of digested poultry waste 
and potential to create profitability from biogas energy, thus generated and balancing the environmental aspects using 
poultry waste digestion. Also, biogas may be the tool of energy generation in rural areas while sanitation (waste 
management) in urban areas of developing countries as Nepal. Biogas production from chicken faeces could be obtained 
more effectively by feeding around 8.5 kg per day. It is concluded that digester could be run by around 2.5 quintal chicken 
faeces per month. Hence those people, who can manage this quantity of waste, can utilize bio-digester without poultry farm. 

Keywords: GGC, Poultry Faeces, Fertilizing value, Biogas.

 

 

1. Introduction 

Poultry faeces are directly used to fertilize farm for agriculture purpose in developing countries. This 
is in contrast to industrialized countries where poultry faeces are used only after giving certain degree 
of treatment as composting. These practices are, however, unaffordable to most urban or rural 
inhabitants of developing countries.  

While substantial progress has been made in the field of solid waste management in developing 
countries over the past decades, the management and treatment of chicken droppings from poultry 
farm has not been addressed, either by producers or by any researchers. This is surprising as the 
absence or insufficiency of adequate poultry faeces management in many cities of developing 
countries, particularly so in low-income areas, continuously leads to serious health and environmental 
hazards. Chicken manure is highly sensitive to surface and groundwater as well as results in 
unaesthetic appearance of the area. Incineration of manure adds to the greenhouse gases in the 
atmosphere so it is one of the sources of environmental pollution. Currently the fertilizer values of 
chicken waste are not being fully utilized, resulting in loss of potential nutrients. So, proper 
management of chicken waste is necessary to achieve the fertilizing value and to reduce the pollution 
problem. A reason for this backlog in dealing with poultry faeces in urban areas is, among others, the 
paucity of appropriate managerial and technical measures.  



108

jacem, Vol. 1, 2015  Poultry Faeces Management by Bioconversion Technology with Modified GGC 2947 Model

Disposal of untreated poultry faeces into the farm is one of the major environmental issues in rural 
area. The use and improper disposal of animal wastes is one of the major sanitation problems in urban 
and semi-urban areas in developing countries. A number of pathogenic (disease causing) agents are 
also disseminated through untreated chicken manure and the economic losses accruing from these are 
enormous. Additionally, the fresh and semi-dried animal droppings sprayed on the farm as fertilizer is 
a potential health hazard to grazing animals and leaching effect into ground and surface water also 
poses great danger to humans. 

The main focus of this study is to determine the Biogas production with different feeding rates. The 
specific objectives are; to study and measure the nutrient value (Total Nitrogen, Phosphorus and 
Potassium) also physical parameters (pH, Temperature, Moisture Content, Volatile Solids and Total 
Organic Carbon) of the chicken waste before and after digestion and to evaluate the performance of  4 
m3  modified GGC 2047 model, fixed dome bio-digester as approved by BSP Nepal. 

2. Methodology 

Experimental Setup 

The study was carried out in three cycles with a time period of 30 days each. Each cycle was 
conducted continuously and data recorded for gas production was cumulative volume. In all the 
cycles, layers faeces is only used as feedstock and frequency of feeding was 4 days. In the first cycle 
(cycle I) dose of feedstock was 30 kg, the second cycle (cycle II) dose of feedstock was 35 kg and in 
third cycle (cycle III) feedstock dose was 25 kg respectively in batch basis. To make slurry, water 
added to feedstock was 70 liter, 80 liter and 60 liter for first, second and third cycle respectively.  
In this study, the included parameters for examinations were; measurement of temperature, pH, 
moisture content, total volatile solids, total organic carbon, total nitrogen, potassium, and 
phosphorous. In addition to this, daily biogas production and the cumulative volume was also 
observed. The conceptual framework of the study in each of the cycle is presented in the Fig1. 

 

 

 

 

 

 

 

 

 

 

 
 

Fig1 Conceptual framework of the study 
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Disposal of untreated poultry faeces into the farm is one of the major environmental issues in rural 
area. The use and improper disposal of animal wastes is one of the major sanitation problems in urban 
and semi-urban areas in developing countries. A number of pathogenic (disease causing) agents are 
also disseminated through untreated chicken manure and the economic losses accruing from these are 
enormous. Additionally, the fresh and semi-dried animal droppings sprayed on the farm as fertilizer is 
a potential health hazard to grazing animals and leaching effect into ground and surface water also 
poses great danger to humans.

The main focus of this study is to determine the Biogas production with different feeding rates. The 
specific objectives are; to study and measure the nutrient value (Total Nitrogen, Phosphorus and 
Potassium) also physical parameters (pH, Temperature, Moisture Content, Volatile Solids and Total 
Organic Carbon) of the chicken waste before and after digestion and to evaluate the performance of  4 
m3 modified GGC 2047 model, fixed dome bio-digester as approved by BSP Nepal.

2. Methodology

Experimental Setup

The study was carried out in three cycles with a time period of 30 days each. Each cycle was 
conducted continuously and data recorded for gas production was cumulative volume. In all the 
cycles, layers faeces is only used as feedstock and frequency of feeding was 4 days. In the first cycle 
(cycle I) dose of feedstock was 30 kg, the second cycle (cycle II) dose of feedstock was 35 kg and in 
third cycle (cycle III) feedstock dose was 25 kg respectively in batch basis. To make slurry, water 
added to feedstock was 70 liter, 80 liter and 60 liter for first, second and third cycle respectively. 

In this study, the included parameters for examinations were; measurement of temperature, pH, 
moisture content, total volatile solids, total organic carbon, total nitrogen, potassium, and 
phosphorous. In addition to this, daily biogas production and the cumulative volume was also 
observed. The conceptual framework of the study in each of the cycle is presented in the Fig1.

Fig1 Conceptual framework of the study
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The methodology used for the study is by experimental study of digestion of poultry waste in 4 m3 
modified GGC 2047 model fix dome bio-digester approved by BSP Nepal. The figure of modified 
digester used for research is given in Fig 2.   
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Fig 2 Drawing of Modified GGC 2047 model (4 m3) 
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3. Result and Discussion 

In each cycles, the effect on anaerobic digestion of temperature, pH, moisture content, total volatile 
solids, total organic carbon and total nitrogen, phosphorus and potassium content of influent and 
effluent were observed and analyzed.  In addition to this, the biogas production in cumulative volume 
and dome pressure was observed and analyzed. The results obtained and their corresponding 
discussions of observed parameters during the study are presented in this chapter.  

3.1  Variation in Temperature  

Ambient temperature was observed between 25ºC and 35ºC where as digester temperature was 
between 29ºC and 38ºC observed in all three cycles as shown in fig 3. Reason of temperature 
difference is that, during the anaerobic reaction, there will be heat generation; so the reactor 
temperature is slightly more than ambient.    

 

Fig 3 Variations of the temperature in the reactor and ambient 

As the minimal average temperature for the methanogenesis process is above 13 degree Celsius. The 
ambient as well as inside reactor temperature recorded was above 25 degree Celsius. So the 
temperature recorded here is considered satisfactory for the methanogeneris.  

3.2  Variation in pH 

The variation in pH of feedstock and sludge in each cycles of each sample are shown in the Fig 4. 

 
Fig 4 Variations of pH in the different cycles of each sample 

In the cycle I, the pH of the fresh droppings was found to be 8 and it reached to 9.2 after digestion.  
Similarly in the rest of two cycles pH found was like to first cycle. In chapter 2.3.3 it was explained 
that the optimum biogas production is achieved when the pH value of input mixture in the digester is 
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at 7. Methanogenic bacteria are very sensitive to pH and do not thrive below a value of 6.5. Here the 
pH value obtained was above 6.5, so the methanogenesis is not presumed to be affected.   

3.3 Variations in Moisture Content  

The variation in moisture content of feedstock and sludge of different cycles of each samples are 
shown in the Fig 5. 

The moisture content variation in all cycle was 75 to 90 percent in sludge where as in raw stage or 
material 15 to 50 percent. In all cycles the result obtained was quite similar, this is why that, the 
process is continuous system and feedstock fed was from same poultry farm.  

 

Fig 5 Variations of moisture content in the different cycles of each sample 

 

3.4  Variations in Volatile Solids  

The variation in the volatile solids in different cycles of each sample has been presented in the Fig 6. 

 

Fig 6 Variations of volatile solids in the different cycles of each sample 

The raw chicken droppings containing the volatile solids of 29 to 59% were found reduced to 8 to 
12% in digested sludge. The volatile solid content of the manure significantly reduced in all the 
cycles. The reduction of volatile solids in digestion is due to the utilization by microorganisms and for 
respiration and cell growth.  
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The volatile solids representing the organic matter were in decreasing trend throughout the experiment 
period. The reduction is an indication of stabilization of the fermentation process. The volatile solids 
in all the cycles were reduced nearly in the similar trend. It represents that the organic matter was 
steadily decomposed throughout the experimental period in all of the cycles.  

3.5  Variations in Carbon Content 

Total organic carbon was derived from the volatile solid data as per empirical formula by Gottas as 
stated by Bhandari (2004). It can be related by dividing volatile solids by 1.8. The change in the total 
organic carbon in the different cycles of each sample has been presented in the Fig 7. 

 

Fig 7 Variations of total organic carbon in the different cycles of each sample 
 

In all cycles, the carbon content range of 15 to 32% in raw chicken droppings was found reduced to 
range of 4 to 7 % in digested sludge.  

The reduction in carbon content is due to the combustion of carbon substances during the respiration 
and therefore represents the microbial activity in the anaerobic digestion. The reduction of carbon 
content was more in third cycle than other cycles. This shows a greater mineralization rate in the 
anaerobic digestion process due to lowest feeding rate. This indicates that the third is more efficient in 
the reduction of carbon content. 
 

3.6  Variation in Nitrogen (N) Content 

The changes in the total nitrogen in the different cycles are presented in the Fig 8. 

 

Fig 8 Variations of nitrogen in the different cycles 
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The percentage concentration of nitrogen is 2.01 in the raw poultry waste. In the study it was not 
considered the determination of NH4-N salts. So though nitrogen concentration seen to be decreased 
during fermentation, it is assumed that the total concentration of the ammonia compound is increased 
(Singh, 2004). Further, once the system becomes stable the methanogens are also capable of adapting 
to ammonium nitrogen concentrations in the range of 5000 to 7000 mg per liter substrate. The level of 
nitrogen concentration in this case is increased and the fertilizer value in terms of available nitrogen is 
also increased in the slurry. Also during the methanogenesis process nitrogen inhibition is presumed 
to be not occurred here.  

3.7  Variation in Phosphorus (P2O5) Content 

 The variation of phosphorus in the different cycles is presented in the Fig 9.  

 

Fig 9 Variations of phosphorus (P2O5) in the different cycles 

Phosphorus is 0.66% at the raw poultry waste and found slightly increased in digested slurry. The 
concentration of phosphorus has no serious inhibition in the anaerobic digestion. It has retained good 
level of fertilizer value of digested slurry.  

3.8  Variation in Potassium (K2O) Content 

 The variation of potassium in the different cycles is presented in the Fig 10.  

 

Fig 10 Variations of potassium (K2O) in the different cycles 
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The initial potassium content in the raw chicken droppings was 1.01 % in cycle I and in the similar 
trend of rest two cycles. The potassium content of the slurry has no serious affect on the inhibition of 
methanogenic bacteria. However it is considered to be beneficial to the fertilizer value of the slurry. 

 It has been observed that all the cycles are good in terms of conservation of nutrient nitrogen, 
phosphorus and potassium. Overall nutrient conversion is higher in anaerobic digestion. The changes 
in the nutrient values during the different cycles were variable and a distinct pattern was not observed 
but the pattern followed is in increasing order.  

3.9  Variations in Carbon to Nitrogen Ratio (C/N)  

The change in the C/N ratio in the different cycles of eight days sample has been presented in the Fig 
11. 

 

Fig 11 Variations of carbon to nitrogen ratio (C/N) in the different cycles 
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Fig 12 Variations of production of biogas in the different cycles 
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changes in the nutrient values during the different cycles were variable and a distinct pattern was 
not observed but the pattern followed is in increasing order.  

7. The initial C/N ratio in the raw chicken dropping was 10 in cycle I and its value were reduced 
after digestion was 3. Rest of cycle’s value observed is that of similar trend. For metabolic 
activity, the C/N ratio of methanogenic bacteria is found to be optimized at approximately 8 to 
10, here also the observed ratio remains to this range. If C/N ratio is very high, the nitrogen will 
be consumed rapidly by methanogens for meeting their protein requirements and will no longer 
react on the left over carbon content of the material. As result, gas production will be low.   

8. It is recommended that biogas production from chicken droppings could be obtained more 
effectively by feeding around 8.5 kg per day. During the study average burning period of stove or 
consumption of produced gas was 2.5 hours. It is concluded that digester could be run by around 
2.5 quintal chicken droppings per month hence those family who can manage this quantity waste; 
they can construct bio-digester without having their own poultry farm.    
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Abstract 

Efficient traffic planning during evacuation in emergency has been important issue. The planning based on research 
significantly improves the quality of the emergency management. In this paper, we discuss on both optimization and 
simulation approaches of the traffic planning. Both approaches have been extensively studied in the literature with efficient 
softwares. 
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1. Introduction 

Emergency management deals with natural and man-made disasters with the goal of saving lives and 
protecting property during emergencies and disasters. The management based on research upgrades 
the quality. Nepal has been a vulnerable place for disasters such as earthquake, flood, land slide, 
explosion of glacial lakes, fire etc. The country has been suffering from such disasters like flood, land 
slide, fire every year and has been losing a good number of lives and property. Emergency 
management does not avert or eliminate the threats themselves. However, the study and prediction of 
the threats based on research substantially reduce the risk. 

One of the most important issues in the emergency management is to plan effective transportation 
mode which can evacuates within a reasonable time. The traffic planning during the response phase of 
the emergency management has been extensively studied in the literature on both optimization as well 
as simulation approaches, see [6].   

In this paper, we describe both optimization and simulation approaches in brief that exist in the 
literature. 

The organization of the paper is as follows. We describe about emergency management in Section 2, 
evacuation planning in Section 3, traffic planning in Section 4. We give a brief report of the 
optimization and simulation approaches for the traffic planning. The last section concludes the paper. 

2. Emergency Management 

Emergency management includes prevention, planning, response and recovery (PPRR) in order to 
lessen the impact of disasters. 

Prevention is designed to provide permanent protection from disasters though not all disasters can be 
prevented. The risk of loss can be lessened. It is not worthy that the Hyogo Framework has been 
adopted on 2005 by 168 Governments as a 10-year global plan for natural disaster risk reduction. 
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Preventative measures (local or international levels) are to be taken into account during the 
construction e.g. houses, road, hydro power etc. 

Planning or mitigation focuses on preparing equipment and procedures for use when a disaster occurs. 
Planning measures can take many forms including the construction of shelters, efficient 
transportation, implementation of an emergency communication system, installation of warning 
devices, supply of necessary logistics, creation of back-up life-line services (e.g., power, water, 
sewage), and rehearsing evacuation plans. 

The response phase focuses on search and rescue quickly by national or international agencies and 
organizations with fulfilling the basic needs of the affected population. The objective of response is to 
save lives and to protect property as soon as possible in an efficient manner. This takes place either of 
a shelter in place or an evacuation. In a shelter-in-place scenario, a population would be prepared to 
fend for themselves in their shelter for many days without any form of outside support. In an 
evacuation, a population is evacuated to a safety zone using efficient and available mode of 
transportation with necessary logistics. Large disasters that overwhelm local capacity require an 
effective coordination with efficient communication system among the local emergency management 
agency, national and or international organizations, volunteers and several donors. 

The recovery phase starts after the immediate threat to bring the affected area and or population back 
to some degree of normalcy. 

In this paper, we consider the planning phase focused on efficient traffic planning. This is an 
emerging field of research as well as implementation of developed evacuation planning procedures to 
a particular location. The efficient planning procedures and their effective implementation to a 
particular location demand a sincere and continuous group effort. We require a number of case 
studies, awareness program, rehearsals and implementation of an efficient and suitable procedure. 

3. Evacuation Planning 

Evacuation is defined as the removal of lives and/or property from the disaster zone to the safety zone 
as quickly as possible. Evacuation planning includes the estimation of the evacuation time, 
propagation time of the disaster, the potential risk, and location of the safety zone and the 
reorganization of the traffic routes from the disaster zone to the safety zone. 

Evacuation planning depends on the disaster source (flood, explosion, hurricane, land slide etc.),the 
disaster zone (building, city, region or vehicle), distribution (age, gender, disability) and behavior of 
evacuees, safety zone and emergency facilities. The time evacuation completes is called the 
evacuation time. The evacuation time consists of the recognition of emergency situation time, 
decision time and exit time. The exit time of all the evacuees is called the clearance time of the 
evacuees. 

The time that a lot of evacuees take from the disaster zone to the safety zone is called the exit time. 
The exit time depends on the availability of traffic routes, efficient traffic planning and behavior of 
evacuees during evacuation. 

The recognition of emergency situation time and the decision time depend on behaviors and 
organization of the evacuators and evacuees. Thus, the exit and the clearance time have been focused 
for many evacuation models. Traffic planning substantially influences the exit and the clearance time. 
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4. Traffic Planning 

The tendency of people clustering in the cities and their metropolitan areas is increasing in developing 
countries also. The metropolitan areas are facing serious congestion problems due to the increasing 
number of vehicles, which threaten to deteriorate the quality of life and increase air pollution. Rapid 
increase of unavoidable travel demand and less construction of new transportation facilities worsen 
the traffic conditions unless some innovative congestion-relief methods can be developed and 
implemented in time. Efficient traffic planning are concerned with the prediction of the way in which 
vehicles use an existing or proposed infrastructure, or with the determination of the way in which such 
a utilization should be done. An efficient traffic planning is seriously required when disasters occur. 

The traffic planning is the reorganization of the traffic routes so that all the evacuees can reach the 
safety zone as soon as possible. Efficient traffic planning is required for effective evacuation of 
evacuees during disasters. Only the effective and efficient planning achieves the goal of saving lives 
and protecting property during emergencies and disasters. If no such traffic planning has been 
assessed in prior time basically in urban places like Kathmandu where about 4 million people live 
with no adequate planning, we face a great loss during the disaster due to long evacuation time and 
unidentified potential transportation modes and shelters. Hard real time occurs in emergency. So delay 
evacuation is fatal. The efficient emergency traffic planning produces high quality emergency 
management. The planning significantly reduces the clearance and exit time and also increases the 
amount of flow of evacuees during emergency response situations. The planning should be scalable 
for the number of evacuees being moved and the size of the transportation network. The planning 
should reduce risk by identifying critical locations with unusually high evacuation times through 
sector evaluations. 

There always exists a traffic network with finite nodes and finite edges between a disaster zone and a 
safety zone. Usually Urban areas have complex road networks with several lanes and intersections. 
The population is high enough. In Urban area like Kathmandu has high population density. Evacuees 
extremely capacity of the street during emergency. So, high congestion occurs. The basic idea is to 
reorganize the traffic routing from the disaster zone to the safety zone. The disaster zone and/or safety 
zone may have multiple nodes. The disaster zone may be buildings, vehicles, stadiums, cities or a 
region. The main objective of traffic planning is prior selection of scalable traffic routes for all 
evacuees within a desired time. 

Since disasters may occur in different places and situations there exist several evacuation models. If 
the evacuees be considered as homogenous flow objects, the planning is based on optimization 
approaches. If behavior of an evacuee is taken as a separate flow object, the planning is based on 
simulation. 

4.1. Optimization approach 

The network that exists between the disaster zone and the safety zone can be considered as a graph 
network with finite nodes and finite edges. A static network, in which time is not considered as an 
attribute, can be useful to find the shortest path i.e. a path between the disaster zone and the safety 
zone with minimum weight, [7] . 

Dynamic network, in which time is an attribute issued in each edge, has been widely used to 
investigate a suitable evacuation model. The seminal work of Ford and Fulkerson has begun the 
dynamic network for such investigations. Static network is a basis of a dynamic network. A maximum 
flow of evacuees is obtained converting a maximal dynamic flow network into a time expanded static 
flow network [8]. The dynamic flow problem sends maximum flow, based on temporally repeated 
flows computed by the minimum cost flow problem, of evacuees from the disaster zone to the safety 
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zone[22,34]. The minimum cost flow problem finds the cheapest way of sending an amount of 
evacuees from the disaster zone to the safety zone. A constraint in which travel time depends on the 
inflow of a certain point extends the dynamic network flow problem. The problem is studied with an 
alternative time expanded network. A pseudo polynomial solution procedure exists with the 
assumption of constant capacity and constant travel time in each edge. Continuous time is attributed 
in this case[8,19]. 

The network may have multiple nodes in the disaster zone and in the safety zone as well. The multiple 
nodes are specified in an order from high to low priority. Then the dynamic network flow problem 
with multiple nodes of the disaster zone is called the lexicographic maximum dynamic flow problem. 
There exists an approximate polynomial algorithm based on chain decomposable flow to this 
problem. The flow is permitted to flow along the reversed direction of the edge[22]. Chain 
decomposable flow means the flow decomposed into flow units with discretised travel time. The 
lexicographic maximum dynamic flow problem is the multi-terminal extension of the maximum 
dynamic flow problem. All algorithms forlex max static flow can be applied for the lex max dynamic 
flow converting the dynamic network into exponentially large time expanded network[14]. 

The minimum cost dynamic network flow problem minimizes the total cost as well as the average 
evacuation time. This evacuation model is investigated for building evacuation in which waiting time 
node is allowed[12]. The model may be useful for the case with no waiting time also. The problem 
can be extended to the problem with multiple nodes in the disaster and the safety zones with no 
waiting time[9] .A pseudo polynomial time solution exists for the problem with time dependent 
attributes having single node disaster and safety zone. The attributes transit time, transit cost, transit 
capacities, storage cost and capacities can be taken into account for the time dependent case. 

The earliest arrival flow problem sends the evacuees as early as possible together with a maximum 
evacuees in every time period to the safety zone[11]. Such flow always exists if there is only one node 
of the safety zone. There may not be a maximum dynamic flow with earliest arrival case if more than 
one node in the safety zone occurs[9]. However, Earliest arrival owes from multiple sources to a 
single sink do always exist [10].An additional constraint of flow for each node in the disaster and the 
safety zone is taken for the problem with more than one node in the disasters and the safety zones. 
Basically such a problem is modified into a dynamic flow problem with a super disaster node and a 
super safety node connected with each disaster node and safety node having null transit time, 
respectively. There exist several pseudo polynomial algorithms and an approximate polynomial 
algorithm for the problem. It still remains unresolved whether an exact solution procedure with 
polynomial time exists or not. The problem in which transit time, inflow capacity and cost depend on 
time has more practical importance. 

The problem that minimizes the time horizon of the clearance time is another variant of the maximum 
dynamic network flow problem. The problem is called the quickest transshipment problem that 
minimizes the clearance time. The problem with a single disaster node and a single safety node case is 
called the quickest flow problem[5]. The quickest flow problem has been solved by polynomial and 
strongly polynomial solution procedures based on parametric search. The problem can be extended to 
the case in which the travel time depends on inflow. Several variants of the problem for example the 
problem with null transit time, the problem that considers rate-dependent flow and the problem with 
multi nodal case have been solved[23]. The problems with flow dependent travel time and load 
dependent travel time have been studied also[18]. The problem that allows single path with minimum 
clearance time is called the quickest path problem. The multi objective problem can yield an optimal 
solution if the evacuation time is high enough. The result holds true for the problem with multiple 
nodes for given evacuee capacities. 
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Evacuation for pedestrians from buildings based on dynamic network flow has also been extensively 
studied. The problem maximizes number of evacuees and evacuation time[1]. A variant of the 
problem avoids unnecessary obstacle during evacuation has been investigated[13]. The disaster zone 
may have multiple nodes. Another variant with time dependent flow uses tree structure network to 
evacuate from common buildings. Moreover, time dependent case updates the evacuation routes in 
every time period[2]. A variant of the problem evacuates through a single route. Another variant 
studies for the disaster caused by the flood with water depth that varies over time[4]. This minimizes 
the evacuation time. A cell transmission based dynamic traffic assignment model also exists in the 
literature [3]. 

The traffic planning for the disaster that occurs in a region exists in the literature. The shortest path 
with a minimal cost can be found[37]. A heuristic for the problem with flow that depends on travel 
time has been developed and improved[21]. The quickest flow with a single node of the safety zone 
and traffic assignment problems has solution[16]. Stochastic programming network with all possible 
scenarios designs a two stage programming[24]. First stage extends the capacity to the region to be 
evacuated and the second stage find the traffic tanssipment model. A linear dynamic traffic 
assignment problem with a single node of the safety zone is a basis for the regional evacuation. The 
upgraded model is useful for mass evacuation. The model addresses maximum flow with traffic 
assignment on a static network. Since the road capacity may be uncertain during evacuation due to 
unavoidable hurdles, the model incorporates uncertainty also. Uncertainty in road capacity as well as 
the number of evacuees can be incorporated. 

In order to increase the road capacity during the evacuation, consideration of lane reversal or contra 
flow is highly applicable. The problem with more than one node in either disaster and/or safety zone 
that allows each edge is reversed at the initial time and the total cost is to be minimized with a given 
time bound is NP-complete[17,30]. Establishment of the contra flow particularly for the solution from 
bottle necks is useful. A heuristic based on tabu search that includes the capability of reversal of lanes 
has been established for a linear model based on cell transmission. Another cell transmission based 
model includes the level of danger of different parts in the network. Its extension includes different 
cell sizes. This avoids crossing conflicts. A mixed integer programming based on the cell transmission 
incorporates lane reversal and line addition on certain street segments but not the crossing 
conflicts[26]. A tabu search heuristic with Lagrangian relaxation is the solution approach for the 
problem with a bi-level model with capability of lane-reversal[35,36]. 

The traffic planning with evacuation response can be formulated in a mixed integer location routing 
model that incorporates the logistics[25]. The evacuation planning in a location allocation model has a 
genetic algorithm solution procedure. Some facilities may be damaged during the response. Such 
consideration has also been performed[15]. 

Since forecast of disaster may not always be certain, evacuation decision may be costly if disaster 
does not occur. A decision support model exists[31]. 

4.2. Simulation 

Simulation approach is useful to evaluate given traffic network under different conditions. 
Microscopic model considers each evacuee as a separate flow object. Each evacuee is exposed to 
select a route step by step. The choice of route may be deterministic or random or modified random 
depending on the different situations. The movement pattern depends either on deterministic or 
probabilistic rules. There exists cellular automata simulation as well. The cellular automata study the 
behavior of the evacuee under various and uncertain conditions. It is particularly useful for the 
situations where rapid and/or random changes should occur[27]. 
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The microscopic model simulation softwares that are widely used not only in the disaster but in the 
normal traffic planning situation are for example PARAMICS, CORSIM, VISSIM, EGRESS and 
FlightSim [20,28].CORSIM that combines two micro-simulators NETSIM and FRESIM includes 
some features such as altering signals, traffic diversions, access restrictions and roadway clearance. 
This simulator that considers speed, queuing time and length is less effective for real world problems. 
However, this is effective to test the effectiveness of the contra flow. VISSIM is implemented for the 
comparison between the results with and without contra flow. PARAMICS simulates high risk 
evacuation areas. It is used for the comparison between the simultaneous and staged evacuation 
strategies. EGRESS and FlightSim make use of cellular automata. DOSIMIS-3 predicts the traffic 
evolution. The micro simulations model is expensive when the size of evacuees is large enough. 

Macroscopic models have been developed for the large size case. The model is useful to analyse and 
simplify the situation so that one can improve the accuracy. The simulators MASSVAC for structured 
rural networks and NETVAC for radial evacuation from the disaster zone are popular 
simulators[29,32]. Other simulators for example OREMS, DYNEV and ETIS additionally incorporate 
advanced features. 

There exist mesosimulator softwares CEMPS, Smart CAP, Smart AHS, DYNEMO that keep 
advantage over disadvantages of the macro and micro simulators. However, macro and micro 
simulators are still useful, see [28]. 

Simulation approach can be useful for the review of traffic generation, traffic departure times, safety 
zone selection, traffic route selection with clearance time and capacities and the potential hurdles 
along the routes. Simulation identifies the bottlenecks in the networks and estimates the evacuation 
time so that evacuation can be followed. The simulation models have been developed for various 
disasters like nuclear accidents, hurricanes, floods, wild-fires etc. Likewise, the models exist for 
complex buildings, cities, regions, moving vehicles too. 

5.  Concluding Remarks 

One of the most important issues on emergency management is to plan the transportation mode during 
evacuation. The traffic planning can be made efficient if it is based either on optimization approach or 
on the simulation one. There have been several procedures depending on the situation of the 
evacuation. Study of the traffic network with appropriate traffic planning in populated area in Nepal 
like Kathmandu would be better area of research in the future.  
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Abstract 
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1. Introduction  

The problem of protecting information has existed since information has been managed. However, as 
technology advances and information management systems become more and more powerful, the 
problem of enforcing information security also becomes more critical. The enlargement of this electronic 
environment comes with a corresponding growth of electronic crime where the computer is used either as 
a tool to commit the crime or as a target of the crime [1]. 

In past years, numerous computers are hacked because they do not consider the necessary of precautions 
to protect against network attacks. The failure to secure their systems puts many companies and 
organizations at a much greater risk of loss. Usually, a single attack can cost millions of dollars in 
potential revenue. Moreover, that's just the beginning. The damages of attacks include not only loss of 
intellectual property and liability for compromised customer data (the time/money spent to recover from 
the attack) but also customer confidence and market advantage. There is a need to enhance the security of 
computers and networks for protecting the critical infrastructure from threats.  Accompanied by the rise of 
electronic crime, the design of safe-guarding information infrastructure such as the intrusion detection 
system (IDS) for preventing and detecting incidents becomes increasingly challenging. The intrusion 
detector learning task is to build a predictive model (i.e. a classifier) capable of distinguishing between 
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bad intrusions and normal connections. Recently, an increasing amount of research has been conducted on 
applying neural networks to detect intrusions. An artificial neural network consists of a collection of 
processing elements that are highly interconnected. Give a set of inputs and a set of desired outputs, the 
transformation from input to output is determined by the weights associated with the interconnections 
among processing elements. There are two general methods of detecting intrusions into computer and 
network systems, namely Anomaly detection and Signature recognition.  

Anomaly detection techniques establish a profile of the subject's normal behavior (norm profile), compare 
the observed behavior of the subject with its norm profile, and signal intrusions when the subject’s 
observed behavior differs significantly from its norm profile. Signature recognition techniques recognize 
signatures of known attacks, match the observed behavior with those known signatures, and signal 
intrusions when there is a match [2].  

Neural network is an universal classifier and with the proper choosing of its architecture it can solve any, 
even very complicated, classification task [3].  

 

 

Fig 1 Multilayer Perceptron[1] 

Here above figure 1.2 shows the input layer, hidden layer(s) and output layer of Multilayer Perceptron 
(MLP). 
Attacks can be gathered in four main categories: 

1) Denial of Service Attack (DoS): is an attack in which the attacker makes some computing or memory 
resource too busy or too full to handle legitimate requests, or denies legitimate users access to a machine. 
2) User to Root Attack (U2R): is a class of exploit in which the attacker starts out with access to a 
normal user account on the system (perhaps gained by sniffing passwords, a dictionary attack, or social 
engineering) and  is able to exploit some vulnerability to gain root access to the system. 

3) Remote to Local Attack (R2L): occurs when an attacker who has the ability to send packets to a 
machine over a network but who does not have an account on that machine exploits some vulnerability to 
gain local access as a user of that machine. 
4) Probing Attack: Attacker tries to gain information about the target host [2]. 
Activation Function: 

Multilayer perceptron networks typically use sigmoid transfer functions in the hidden layers. These 
functions are often called "squashing" functions, because they compress an infinite input range into a 
finite output range.  

The bipolar sigmoid function: f(x) = -1 + 2/ [1+e-x] 
which has derivative of: f’(x) = 0.5 * [1 + f(x)] * [1 – f(x) ] 
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Fig 2 Bipolar Sigmoid Function 

2. Literature Review 

At first the concept of intrusion detection system was suggested by Anderson (1980) [1]. He applied 
statistic method to analyze user’s behavior and to detect those attackers who accessed system in an illegal 
manner. In [2] proposed a prototype of IDES (intrusion detection expert system) in 1987, subsequently, 
the idea of intrusion detection system was known progressively, and paper was regarded as significant 
landmark in this area. In [4] the author proposed a data mining framework for constructing intrusion 
detection models. The key idea is to apply data mining programs namely, classification, meta-learning, 
association rules, and frequent episodes to audit data for computing misuse and anomaly detection models 
that accurately capture the actual behavior (i.e., patterns) of intrusions and normal activities. Although, 
proposed detection model can detect a high percentage of old and new PROBING and U2R attacks, it 
missed a large number of new DOS and R2L attacks. Reference [5] is mostly focused on data mining 
techniques that are being used for such purposes, and then presented a new idea on how data mining can 
aid IDSs by utilizing biclustering as a tool to analyze network traffic and enhance IDSs. Reference [6] 
proposed a new weighted support vector clustering algorithm and applied it to the anomaly detection 
problem. Experimental results show that mentioned method achieves high detection rate with low false 
alarm rate. Intrusion detection attacks are segmented into two groups,  

• Host-based attacks [3-5] and  

• Network-based attacks [6, 7].   

Intruders attack these systems by transmitting huge amounts of network traffic, utilizing familiar faults in 
networking services, overloading network hosts, etc. Detection of these kinds of attacks uses network 
traffic data (i.e., tcpdump) to look at traffic addressed to the machines being monitored.  

3. Research Methodology 

 Back Propagation Algorithm 

The back propagation algorithm is a quite essential one of the neural network. The algorithm is the 
training or learning algorithm rather than the network itself. The network used is generally of the simple 
type shown in figure 3.1, and in the examples up until now. The network operates in exactly the same way 
as the others have seen. Now, let’s consider what Back Propagation is and how to use it. A Back 
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topology, or the structure, of the map. Adjacent neurons belong to the neighborhood Ni of the neuron i. In 
the SOM algorithm, the topology and the number of neurons remain fixed from the beginning. The 
number of neurons determines the granularity of the mapping, which has an effect on the accuracy and 
generalization of the SOM. During the training phase, the SOM forms elastic net that is formed by input 
data. The algorithm controls the net so that it strives to approximate the density of the data. The reference 
vectors in the codebook drift to the areas where the density of the input data is high. Eventually, only few 
codebook vectors lie in areas where the input data is sparse.  The learning process of the SOM goes as 
follows:  

1.  One sample vector x is randomly drawn from the input data set and its similarity (distance) to the 
codebook vectors is computed by using Euclidean distance measure:   

 

 

2.  After the BMU has been found, the codebook vectors are updated. The BMU itself as well as its 
topological neighbors are moved closer to the input vector in the input space i.e. the input vector 
attracts them. The magnitude of the attraction is governed by the learning rate. As the learning 
proceeds and new input vectors are given to the map, the learning rate gradually decreases to zero 
according to the specified learning rate function type. Along with the Intrusion Detection System, 
Using Self Organizing Map learning rate, the neighborhood radius decreases as well. The update 
rule for the reference vector of unit i is the following:  

 

 

3.  The steps 1 and 2 together constitute a single training step and they are repeated until the training 
ends. The number of training steps must be fixed prior to training the SOM because the rate of 
convergence in the neighborhood function and the learning rate are calculated accordingly.   

Mapping Precision 

The mapping precision measure describes how accurately the neurons respond to the given data set. If the 
reference vector of the BMU calculated for a given testing vector xi is exactly the same xi, the error in 
precision is then 0. Normally, the number of data vectors exceeds the number of neurons and the 
precision error is thus always different from 0. A common measure that calculates the precision of the 
mapping is the average quantization error over the entire data set:  

 

Topology Preservation 

 The topology preservation measure describes how well the SOM preserves the topology of the studied 
data set. Unlike the mapping precision measure, it considers the structure of the map. For a strangely 
twisted map, the topographic error is big even if the mapping precision error is small. A simple method 
for calculating the topographic error:   
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Where u(xx) is 1 if the first and second BMUs of xkare not next to each other. Otherwise u(xk) is 0. 

SOM Implementation to Intrusion Detection System 

The goal of the proposed architecture is to investigate effectiveness of application a neural network SOM 
figure.3.5 at modeling user behavioral patterns so they can distinguish between normal and abnormal 
behavior. In order to model user behavior identified and isolated the system logs that were required as 
sources of information for the networks. These logs being common log data provided the required user 
activity information from where system derived the following behavioral characteristics which typifies 
users on the system:  

 User activity times - The time at which a user is normally active.  
 User login hosts - The set of hosts from which a user normally logs in from.  
 User foreign hosts - The set of hosts which a user normally accesses via commands on the 

system (FTP hosts).  
 Command set - The set of commands which a user normally uses.  
 CPU usage - The typical CPU usage patterns of a user.  
 Memory usage – The typical usage of memory for a user.  

 

Fig 3.4 Structure of an Automated User Behavior Anomaly Detection System 

Figure 3.5 illustrates how a complete system for the detection of user behavioral anomalies is structured.  
The coordination process is responsible for channeling system information to the neural networks. Each 
of the behavioral characteristics are both modeled by a SOM network, as well as checked by a limited 
static rule filter for easy breaches of security.  Data acquired from the system logs is required to filter 
through input data preprocessor. The input to the neural network Fig. 3.5 represents data vector consisting 
from data controlled on the monitored system. Before input vector processing it is needed to normalize 
input data. The input to neural network is data vector, which consists from six properties representing 
User activity times, User login hosts, User foreign hosts, Command set CPU usage and Memory Usage. 
According to large numbers of variations of this data it is necessary to normalize every input vector to be 
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topology, or the structure, of the map. Adjacent neurons belong to the neighborhood Ni of the neuron i. In 
the SOM algorithm, the topology and the number of neurons remain fixed from the beginning. The 
number of neurons determines the granularity of the mapping, which has an effect on the accuracy and 
generalization of the SOM. During the training phase, the SOM forms elastic net that is formed by input 
data. The algorithm controls the net so that it strives to approximate the density of the data. The reference 
vectors in the codebook drift to the areas where the density of the input data is high. Eventually, only few 
codebook vectors lie in areas where the input data is sparse.  The learning process of the SOM goes as 
follows:  

1.  One sample vector x is randomly drawn from the input data set and its similarity (distance) to the 
codebook vectors is computed by using Euclidean distance measure:   

 

 

2.  After the BMU has been found, the codebook vectors are updated. The BMU itself as well as its 
topological neighbors are moved closer to the input vector in the input space i.e. the input vector 
attracts them. The magnitude of the attraction is governed by the learning rate. As the learning 
proceeds and new input vectors are given to the map, the learning rate gradually decreases to zero 
according to the specified learning rate function type. Along with the Intrusion Detection System, 
Using Self Organizing Map learning rate, the neighborhood radius decreases as well. The update 
rule for the reference vector of unit i is the following:  

 

 

3.  The steps 1 and 2 together constitute a single training step and they are repeated until the training 
ends. The number of training steps must be fixed prior to training the SOM because the rate of 
convergence in the neighborhood function and the learning rate are calculated accordingly.   

Mapping Precision 

The mapping precision measure describes how accurately the neurons respond to the given data set. If the 
reference vector of the BMU calculated for a given testing vector xi is exactly the same xi, the error in 
precision is then 0. Normally, the number of data vectors exceeds the number of neurons and the 
precision error is thus always different from 0. A common measure that calculates the precision of the 
mapping is the average quantization error over the entire data set:  

 

Topology Preservation 

 The topology preservation measure describes how well the SOM preserves the topology of the studied 
data set. Unlike the mapping precision measure, it considers the structure of the map. For a strangely 
twisted map, the topographic error is big even if the mapping precision error is small. A simple method 
for calculating the topographic error:   

 
 

jacem, Vol. 1 , 2015          Intrusion detection system using back Propagation Algorithm and Compare it’s performance with Self Organizing Map 

 

 

 

Where u(xx) is 1 if the first and second BMUs of xkare not next to each other. Otherwise u(xk) is 0. 

SOM Implementation to Intrusion Detection System 

The goal of the proposed architecture is to investigate effectiveness of application a neural network SOM 
figure.3.5 at modeling user behavioral patterns so they can distinguish between normal and abnormal 
behavior. In order to model user behavior identified and isolated the system logs that were required as 
sources of information for the networks. These logs being common log data provided the required user 
activity information from where system derived the following behavioral characteristics which typifies 
users on the system:  

 User activity times - The time at which a user is normally active.  
 User login hosts - The set of hosts from which a user normally logs in from.  
 User foreign hosts - The set of hosts which a user normally accesses via commands on the 

system (FTP hosts).  
 Command set - The set of commands which a user normally uses.  
 CPU usage - The typical CPU usage patterns of a user.  
 Memory usage – The typical usage of memory for a user.  

 

Fig 3.4 Structure of an Automated User Behavior Anomaly Detection System 

Figure 3.5 illustrates how a complete system for the detection of user behavioral anomalies is structured.  
The coordination process is responsible for channeling system information to the neural networks. Each 
of the behavioral characteristics are both modeled by a SOM network, as well as checked by a limited 
static rule filter for easy breaches of security.  Data acquired from the system logs is required to filter 
through input data preprocessor. The input to the neural network Fig. 3.5 represents data vector consisting 
from data controlled on the monitored system. Before input vector processing it is needed to normalize 
input data. The input to neural network is data vector, which consists from six properties representing 
User activity times, User login hosts, User foreign hosts, Command set CPU usage and Memory Usage. 
According to large numbers of variations of this data it is necessary to normalize every input vector to be 
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value in range of values [-1, 1]. This range comes out from the previous applications of neural network to 
system IDS realized within research activity on the Department of Computers and Informatics in Kosice. 
This normalization is more suitable for implementation in proposed SOM network. The architecture uses 
normalization given by:     

 

Where nv[i] is the normalized value of feature (i), v[i] is the feature value of i, and K is the number of 
features in a vector. The processing realized by the SOM network consequently produces results for every 
user characteristic gives as input to the SOM network. Expected network reply is the value close to-for 
user, which behavior does not divert from normal behavior. If the value for given user exceeds specified 
threshold value obtained through the SOM network representing its intrusion behavior denotes raising 
alarm. If the output value of network is above specified threshold value, alarm is raised. It is necessary to 
remark that basic request for this detection mechanism is to setup threshold value to specific system 
whereby make it possible to adapt sensitivity directly to computer system.     

4. Data Analysis  

Input Dataset Analysis 

Under the sponsorship of Defense Advanced Research Projects Agency (DARPA) and Air Force 
Research Laboratory (AFRL), the MIT Lincoln laboratory has established a network and captured the 
packets of different attack types and distributed the data sets for the evaluation of researches in computer 
network intrusion detection systems. The KDDCup99 data set is a subset of the DARPA benchmark data 
set [9]. Each KDDCup99 training connection record contains 41 features and is labeled as either normal 
or an attack, with exactly one specific attack type. This dataset will be taken as training data for 
performing the proposed research work. The result thus obtained will be compared with the rest of test 
data set. One of the reasons for choosing this data set is that the data set is standard. Another reason is that 
it is difficult to get another data set which contains so rich a variety of attacks. 

Feature Extraction: For each network connection in the data set, the following three key groups of 
features for detecting intrusions will be extracted. 

 Basic features: This group summarizes all the features that can be extracted from a TCP/IP 
connection. Some of the basic features in the KDDCup99 data sets are protocol type, service, 
src_bytes and dst_bytes. 

 Content features: These features are purely based on the contents in the data portion of the data 
packet. 

 Traffic features: This group comprises features that are computed with respect to a 2 Sec. time 
window and it is divided into two groups: same host features and same service features. Some of 
the traffic features are counted, rerror_rate, rerror_rate and srv_serror_rate. 

Instance Labeling:  After extracting KDDCup99 features from each record, the instances are labeled 
based on the characteristics of traffic as Normal, Dos, Probe, R2L and U2R. 
 Pre Processing 

The data set will be preprocessed so that it may be able to give it as an input to our proposed system. This 
data set consists of numeric and symbolic features and will be converted in numeric form so that it can be 
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given as inputs to our MLP network. Now this modified data set will be used as training and testing of the 
multi layer perceptron. Table 4.1 below shows the feature columns name and type of 10% KDDCup 99 
dataset.Table 0.1:KDD feature columns name and type [9] 

The following tables represent the data feature columns before and after transformation. 

Table 1Feature Column Before Transformation 

 

Table 2 Feature Column  After Transformation 

0,1,20,10,181,5450,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,8,8, 

,0.00,0.00,0.00,0.00,1.00,0.00,0.00,9,9,1.00,0.00,0.11, 

0.00,0.00,0.00,0.00,0.00,1,0,0,0,0. 

 

Training and Testing of MLP 

The input dataset is divided into 3 subsets. The first subset is the training set, which is used for computing 
the gradient and updating the network weights and biases. The second subset is the validation set. The 
error on the validation set is monitored during the training process. The validation error normally 
decreases during the initial phase of training, as does the training set error. However, when the network 
begins to over-fit the data, the error on the validation set typically begins to rise. When the validation 
error increases for a specified number of iterations (net.trainParam.max_fail), the training is stopped, and 
the weights and biases at the minimum of the validation error are returned. The test set error is not used 
during training, but it is used to compare different models (MathWorks Matlab Help, 2013). 

In this thesis, 80% data from the input dataset are used for training, 10% for validation and 10% for 
testing of the MLP to analyze the performance of various back propagation algorithms.  

5. Performance Parameters 

Mean Square Error, Total CPU Time of Converge and Accuracy will be the performance parameters to 
compare various back propagation algorithms. 

Following parameters will be calculated while training and testing of MLP.   

 True Positive (TP): Situation in which a signature is fired properly when an attack is detected 
and an alarm is generated. 

 False Positive (FP): Situation in which normal traffic causes the signature to raise an alarm. 
 True Negative (TN): Situation in which normal traffic does not cause the signature to raise an 

alarm. 
 False Negative (FN): Situation in which a signature is not fired when an attack is detected. 
 Attack Detection Rate (ADR): The detection rate is defined as the number of intrusion instances 

detected by the system (True Positive) divided by the total number of intrusion instances present 
in the test set. 

0,tcp,http,SF,181,5450,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,8,8,0.00,0.00,0.00,0.00,1.00,0.00,0.00,9,9,1.00,0.00,
0.11,0.00,0.00,0.00,0.00,0.00,normal. 
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value in range of values [-1, 1]. This range comes out from the previous applications of neural network to 
system IDS realized within research activity on the Department of Computers and Informatics in Kosice. 
This normalization is more suitable for implementation in proposed SOM network. The architecture uses 
normalization given by:     

 

Where nv[i] is the normalized value of feature (i), v[i] is the feature value of i, and K is the number of 
features in a vector. The processing realized by the SOM network consequently produces results for every 
user characteristic gives as input to the SOM network. Expected network reply is the value close to-for 
user, which behavior does not divert from normal behavior. If the value for given user exceeds specified 
threshold value obtained through the SOM network representing its intrusion behavior denotes raising 
alarm. If the output value of network is above specified threshold value, alarm is raised. It is necessary to 
remark that basic request for this detection mechanism is to setup threshold value to specific system 
whereby make it possible to adapt sensitivity directly to computer system.     

4. Data Analysis  

Input Dataset Analysis 

Under the sponsorship of Defense Advanced Research Projects Agency (DARPA) and Air Force 
Research Laboratory (AFRL), the MIT Lincoln laboratory has established a network and captured the 
packets of different attack types and distributed the data sets for the evaluation of researches in computer 
network intrusion detection systems. The KDDCup99 data set is a subset of the DARPA benchmark data 
set [9]. Each KDDCup99 training connection record contains 41 features and is labeled as either normal 
or an attack, with exactly one specific attack type. This dataset will be taken as training data for 
performing the proposed research work. The result thus obtained will be compared with the rest of test 
data set. One of the reasons for choosing this data set is that the data set is standard. Another reason is that 
it is difficult to get another data set which contains so rich a variety of attacks. 

Feature Extraction: For each network connection in the data set, the following three key groups of 
features for detecting intrusions will be extracted. 

 Basic features: This group summarizes all the features that can be extracted from a TCP/IP 
connection. Some of the basic features in the KDDCup99 data sets are protocol type, service, 
src_bytes and dst_bytes. 

 Content features: These features are purely based on the contents in the data portion of the data 
packet. 

 Traffic features: This group comprises features that are computed with respect to a 2 Sec. time 
window and it is divided into two groups: same host features and same service features. Some of 
the traffic features are counted, rerror_rate, rerror_rate and srv_serror_rate. 

Instance Labeling:  After extracting KDDCup99 features from each record, the instances are labeled 
based on the characteristics of traffic as Normal, Dos, Probe, R2L and U2R. 
 Pre Processing 

The data set will be preprocessed so that it may be able to give it as an input to our proposed system. This 
data set consists of numeric and symbolic features and will be converted in numeric form so that it can be 
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given as inputs to our MLP network. Now this modified data set will be used as training and testing of the 
multi layer perceptron. Table 4.1 below shows the feature columns name and type of 10% KDDCup 99 
dataset.Table 0.1:KDD feature columns name and type [9] 

The following tables represent the data feature columns before and after transformation. 

Table 1Feature Column Before Transformation 

 

Table 2 Feature Column  After Transformation 

0,1,20,10,181,5450,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,8,8, 

,0.00,0.00,0.00,0.00,1.00,0.00,0.00,9,9,1.00,0.00,0.11, 

0.00,0.00,0.00,0.00,0.00,1,0,0,0,0. 

 

Training and Testing of MLP 

The input dataset is divided into 3 subsets. The first subset is the training set, which is used for computing 
the gradient and updating the network weights and biases. The second subset is the validation set. The 
error on the validation set is monitored during the training process. The validation error normally 
decreases during the initial phase of training, as does the training set error. However, when the network 
begins to over-fit the data, the error on the validation set typically begins to rise. When the validation 
error increases for a specified number of iterations (net.trainParam.max_fail), the training is stopped, and 
the weights and biases at the minimum of the validation error are returned. The test set error is not used 
during training, but it is used to compare different models (MathWorks Matlab Help, 2013). 

In this thesis, 80% data from the input dataset are used for training, 10% for validation and 10% for 
testing of the MLP to analyze the performance of various back propagation algorithms.  

5. Performance Parameters 

Mean Square Error, Total CPU Time of Converge and Accuracy will be the performance parameters to 
compare various back propagation algorithms. 

Following parameters will be calculated while training and testing of MLP.   

 True Positive (TP): Situation in which a signature is fired properly when an attack is detected 
and an alarm is generated. 

 False Positive (FP): Situation in which normal traffic causes the signature to raise an alarm. 
 True Negative (TN): Situation in which normal traffic does not cause the signature to raise an 

alarm. 
 False Negative (FN): Situation in which a signature is not fired when an attack is detected. 
 Attack Detection Rate (ADR): The detection rate is defined as the number of intrusion instances 

detected by the system (True Positive) divided by the total number of intrusion instances present 
in the test set. 

0,tcp,http,SF,181,5450,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,8,8,0.00,0.00,0.00,0.00,1.00,0.00,0.00,9,9,1.00,0.00,
0.11,0.00,0.00,0.00,0.00,0.00,normal. 
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Attack Detection Rate (ADR) = (Total detected attacks / Total attacks) * 100 % 

 False Alarm Rate (FAR): It is the ratio between the total number of misclassified instances and 
the total number of normal connections present in the data set. 
False Alarm Rate (FAR) = (Total misclassified instances / Total normal instances) * 100 % 

 Recall Rate: Recall rate measures the proportion of actual positives which are correctly 
identified. 

Recall Rate = TP/ (TP + FN)  

 Precision Rate: Precision rate is the ratio of true positives to combined true and false positives. 

Precision Rate = TP/ (TP + FP)  

6. Simulation Result 

6.1  Determining Hidden Layer Neurons in Scale Conjugate Gradient (SCG): 

The Multilayer Perception is trained to find the number of hidden layer neurons using the following 
parameters: 

Number of input data = 494021  

Number of input layer neurons = 41 

Number of output layer neurons = 5  

Change in weight for second derivative approximation ( ) = 5.0e-5 

Parameter for regulating the indefiniteness of the Hessian( )=5.0e-7 

 

Fig 6.1 MLP Architecture of Back Propagation of 20 hidden neuron layer. 

 

Fig 6.2 Performance of MLP with 5 neurons in hidden layer. 

6.2  Performance Assessment of Scale Conjugate Gradient (SCG) Back Propagation Algorithms 

Simulation is done to analyze the performance of Scaled Conjugate Gradient.The Multilayer Perceptron 
was trained with SCG algorithm by using following parameters. 
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Change in weight for second derivative approximation ( ) = 5.0e-5 

Parameter for regulating the indefiniteness of the Hessian ( ) = 5.0e-7 

 

Fig. 6.3 Performance of SCG Algorithm 

Table 6.1 Evaluation Results for each Attack Classes (SCG) 

Attack TP FP FN Recall Precision 

DoS 391407 35 42 99.99% 99.99% 

U2R 0 0 32 0% 0% 

R2L 915 106 189 82.88% 89.61% 

Probe 3898 30 200 95.12% 99.23% 

Total 396220 171 463 98.88% 99.95% 

 

6.3   Determining Hidden Layer Neurons in Self Organizing Map 

The Multilayer Perception is trained to find the number of hidden layer neurons using the following 
parameters: 

Number of input data = 14020  

Number of input layer neurons = 41 

Number of output layer neurons = 5 and 10 

Simulation is done to analyze the performance of Self Organizing Map in terms of different number of 
hidden layer, epoch and iteration time required. 

 

 

Fig 6.4 SOM Network of 10 hidden neuron layer 
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Attack Detection Rate (ADR) = (Total detected attacks / Total attacks) * 100 % 

 False Alarm Rate (FAR): It is the ratio between the total number of misclassified instances and 
the total number of normal connections present in the data set. 
False Alarm Rate (FAR) = (Total misclassified instances / Total normal instances) * 100 % 

 Recall Rate: Recall rate measures the proportion of actual positives which are correctly 
identified. 

Recall Rate = TP/ (TP + FN)  

 Precision Rate: Precision rate is the ratio of true positives to combined true and false positives. 

Precision Rate = TP/ (TP + FP)  

6. Simulation Result 

6.1  Determining Hidden Layer Neurons in Scale Conjugate Gradient (SCG): 

The Multilayer Perception is trained to find the number of hidden layer neurons using the following 
parameters: 

Number of input data = 494021  

Number of input layer neurons = 41 

Number of output layer neurons = 5  

Change in weight for second derivative approximation ( ) = 5.0e-5 

Parameter for regulating the indefiniteness of the Hessian( )=5.0e-7 

 

Fig 6.1 MLP Architecture of Back Propagation of 20 hidden neuron layer. 

 

Fig 6.2 Performance of MLP with 5 neurons in hidden layer. 

6.2  Performance Assessment of Scale Conjugate Gradient (SCG) Back Propagation Algorithms 

Simulation is done to analyze the performance of Scaled Conjugate Gradient.The Multilayer Perceptron 
was trained with SCG algorithm by using following parameters. 
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Change in weight for second derivative approximation ( ) = 5.0e-5 

Parameter for regulating the indefiniteness of the Hessian ( ) = 5.0e-7 

 

Fig. 6.3 Performance of SCG Algorithm 

Table 6.1 Evaluation Results for each Attack Classes (SCG) 

Attack TP FP FN Recall Precision 

DoS 391407 35 42 99.99% 99.99% 

U2R 0 0 32 0% 0% 

R2L 915 106 189 82.88% 89.61% 

Probe 3898 30 200 95.12% 99.23% 

Total 396220 171 463 98.88% 99.95% 

 

6.3   Determining Hidden Layer Neurons in Self Organizing Map 

The Multilayer Perception is trained to find the number of hidden layer neurons using the following 
parameters: 

Number of input data = 14020  

Number of input layer neurons = 41 

Number of output layer neurons = 5 and 10 

Simulation is done to analyze the performance of Self Organizing Map in terms of different number of 
hidden layer, epoch and iteration time required. 

 

 

Fig 6.4 SOM Network of 10 hidden neuron layer 
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Fig 6.5 Performance of SOM with 5 neurons in hidden layer. 

7. Conclusion 

At present, security inside the network communication is of a major concern. Intrusion detection system 
tries to identify security attacks of intruders by investigating several data records observed in processes on 
the network. From simulation result using Matlab tool and java programming code we suggest that the 
performance like iteration completion time of SOM (Self Organizing Map is far better than BP (Back 
Propagation) algorithm. 
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